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Bias, data and learning
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What does bias look like?
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Source: BBC Future

https://www.bbc.com/future/article/20210524-the-gender-biases-that-shape-our-brains


What would you like to play with?
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Evidence for bias

• Different treatment depending on identity

• Different ideas about someone depending on identity

• Different expectations about someone depending on identity

• Different representation depending on identity
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What is the harm?
Associative vs. allocative harm

• Associative harm: when systems reinforce the subordination of some 
groups along the lines of identity

• An allocative harm: when a system allocates or withholds certain 
identity groups an opportunity or a resource

Source: “The Trouble with Bias” NIPS 2017 Keynote - Kate Crawford
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https://www.youtube.com/watch?v=fMym_BKWQzk


Alloca>ve harm?

• Air condiMoning temperatures are set according to the resMng metabolic 
rate of a 154-pound, 40 year-old man. This overesMmates women’s 
metabolic rates by 35%+

• As office temperatures get warmer, women perform beHer on cogniIve 
tasks while men perform worse

h"ps://www.nature.com/ar2cles/nclimate2741

h"ps://journals.plos.org/plosone/ar2cle/authors?id=10.1371/journal.pone.0216362
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https://www.nature.com/articles/nclimate2741
https://journals.plos.org/plosone/article/authors?id=10.1371/journal.pone.0216362


More on allocative harm
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The typical “learning from data” 
workflow: Data => learn => predict
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Credit/source: EMNLP 2019 Tutorial: Bias and Fairness in Natural Language Processing

http://web.cs.ucla.edu/~kwchang/talks/emnlp19-fairnlp/


The problems with data…
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Credit/source: EMNLP 2019 Tutorial: Bias and Fairness in Natural Language Processing

http://web.cs.ucla.edu/~kwchang/talks/emnlp19-fairnlp/


Human biases in data and interpretation
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Credit/source: EMNLP 2019 Tutorial: Bias and Fairness in Natural Language Processing

http://web.cs.ucla.edu/~kwchang/talks/emnlp19-fairnlp/


Biases in data – Selection Bias
Selection does not reflect a random sample
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Biases in data – Selection Bias
Selection does not reflect a random sample

• Males are over-represented in the repor/ng of web-based news ar/cles (Jia, Lansdall-
Welfare, and Cris/anini 2015)

• Males are over-represented in twiAer conversa/ons (Garcia, Weber, and Garimella
2014)

• Biographical ar/cles about women on Wikipedia dispropor/onately discuss roman+c 
rela+onships or family-related issues (Wagner et al. 2015)

• IMDB reviews wri8en by women are perceived as less useful (OAerbacher 2013)
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Biases in the data lead to 
biases in the predictions!
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https://research.google/pubs/pub46553/
https://ai.googleblog.com/2018/09/introducing-inclusive-images-competition.html


Biases in the data lead to 
biases in the predictions!

• Language identification degrades significantly on African American 
Vernacular English (Blodgett et al. 2016)
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Biases in interpretation:
Confirmation bias

• The tendency to search for, interpret, favor, recall informaMon in a way 
that confirms preexisMng beliefs
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https://chainsawsuit.krisstraub.com/


Biases in interpretation:
Confirmation bias

• Crowd workers tend to judge as more truthful news statements coming 
from speakers off the same political party that they have recently voted 
for [La Barbera et al., 2020]

• Crowd workers are more likely to label a statement as neutral (as 
opposed to opinionated) if its stance aligns with their own opinions 
[Hube et al., 2019]

[La Barbera et al., 2020] David La Barbera, Kevin Roitero, Gian- luca Demartini, Stefano Mizzaro, and Damiano Spina. Crowd- sourcing truthfulness: The impact of 
judgment scale and assessor bias. In European Conference on Information Retrieval, pages 207–214. Springer, 2020. 
[Hube et al.,2019] Christoph Hube, Besnik Fetahu, and Ujwal Gadiraju. Understanding and mitigating worker biases in the crowdsourced collection of subjective 
judgments. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems, pages 1–12, 2019.
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The problems with data…
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Credit/source: EMNLP 2019 Tutorial: Bias and Fairness in Natural Language Processing

http://web.cs.ucla.edu/~kwchang/talks/emnlp19-fairnlp/


The typical “learning from data” 
workflow: Data => learn => predict
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Credit/source: EMNLP 2019 Tutorial: Bias and Fairness in Natural Language Processing

http://web.cs.ucla.edu/~kwchang/talks/emnlp19-fairnlp/


Biases’ reinforcement loop
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Credit/source: EMNLP 2019 Tutorial: Bias and Fairness in Natural Language Processing

http://web.cs.ucla.edu/~kwchang/talks/emnlp19-fairnlp/


In search of doctors
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Google, show me an homemaker
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How does a nurse look like?
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What about a CEO?
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Herr Kollege Prof. Dr.
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The “A.I. Gaydar”

• A sexual orientaMon detector 
learned from data

• Wait… predicMng sexuality?!

Wang & Kosinski. Deep neural networks are more accurate than humans at 
detecXng sexual orientaXon from facial images. Journal of Personality and 
Social Psychology. February 2018, Vol. 114, Issue 2, Pages 246-257.
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Problems with the “A.I. Gaydar”

• Research question
– Identification of  sexual orientation from facial features

• Data collection
– Photos downloaded from a popular American dating website
– 35,326 pictures of 14,776 people, all white, with gay and straight, male and female, all 

represented evenly
• Method

– A deep learning model was used to extract facial features + grooming features; then a logistic 
regression classifier was applied for classification

• Accuracy
– 81% for men,  74% for women 
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A few crucial ques>ons

● Who could benefit from such a technology?

● Who can be harmed by such a technology?

● Representativeness of (training) data

● What are confounding variables and corner cases to control for?

● Can prediction errors have major effect on people’s lives?

● Does the system optimize for the “right” objective?
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Language Technologies and bias
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Natural Language Processing: some 
initial thoughts…

− Methods to automatically process (i.e., understand and generate) 
natural language data
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A few applica>ons of Natural Language 
Processing

• Spelling correcMon 
• Grammar checking
• Text compleMon
• Speech-to-text and vice versa
• Dialogue systems
• QuesMon Answering
• SummarizaMon
• Machine translaMon
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Example: writing assistant



Example: virtual assistant



Example: machine translation



Bias in NLP models: an example with MT
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More examples with MT!
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Source: h_ps://twi_er.com/_DianeKim/status/915693210088984576/photo/1

https://twitter.com/_DianeKim/status/915693210088984576/photo/1


Bias in NLP models: more MT
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WhatsApp recommending emojis…
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Gender bias in coreference resolu>on 
and language modeling

• Coreference scores and conditional log-likelihood indicate implicit bias in 
coreference resolution and language modelling (Lu et al., 2019)
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12: The doctor ran because he is late.

1#: The doctor ran because she is late.

22: The nurse ran because he is late.

2#: The nurse ran because she is late.

5.08

1.99

�0.44

5.34

(a) Coreference resolution

ln Pr[B | A]
12: He is a | doctor. -9.72

1#: She is a | doctor. -9.77

22: He is a | nurse. -8.99

2#: She is a | nurse. -8.97

A B

(b) Language modeling

Figure 1: Examples of gender bias in coreference resolution and language modeling as measured by
coreference scores (left) and conditional log-likelihood (right).

[Mikolov et al., 2013] exhibit gender bias mirroring stereotypical gender associations such as the
eponymous [Bolukbasi et al., 2016] "Man is to computer programmer as Woman is to homemaker".

Yet the question of how to measure bias in a general way for neural NLP tasks has not been
studied. Our first contribution is a general benchmark to quantify gender bias in a variety of neural
NLP tasks. Our definition of bias loosely follows the idea of causal testing: matched pairs of
individuals (instances) that differ in only a targeted concept (like gender) are evaluated by a model
and the difference in outcomes (or scores) is interpreted as the causal influence of the concept in the
scrutinized model. The definition is parametric in the scoring function and the target concept. Natural
scoring functions exist for a number of neural natural language processing tasks.

We instantiate the definition for two important tasks—coreference resolution and language modeling.
Coreference resolution is the task of finding words and expressions referring to the same entity in a
natural language text. The goal of language modeling is to model the distribution of word sequences.
For neural coreference resolution models, we measure the gender coreference score disparity between
gender-neutral words and gendered words like the disparity between “doctor” and “he” relative to
“doctor” and “she” pictured as edge weights in Figure 1a. For language models, we measure the
disparities of emission log-likelihood of gender-neutral words conditioned on gendered sentence
prefixes as is shown in Figure 1b . Our empirical evaluation with state-of-the-art neural coreference
resolution and textbook RNN-based language models Lee et al. [2017], Clark and Manning [2016b],
Zaremba et al. [2014] trained on benchmark datasets finds gender bias in these models 1.

Next we turn our attention to mitigating the bias. Bolukbasi et al. [2016] introduced a technique for
debiasing word embeddings which has been shown to mitigate unwanted associations in analogy tasks
while preserving the embedding’s semantic properties. Given their widespread use, a natural question
is whether this technique is sufficient to eliminate bias from downstream tasks like coreference
resolution and language modeling. As our second contribution, we explore this question empirically.
We find that while the technique does reduce bias, the residual bias is considerable. We further
discover that debiasing models that make use of embeddings that are co-trained with their other
parameters [Clark and Manning, 2016b, Zaremba et al., 2014] exhibit a significant drop in accuracy.

Our third contribution is counterfactual data augmentation (CDA): a generic methodology to mitigate
bias in neural NLP tasks. For each training instance, the method adds a copy with an intervention

on its targeted words, replacing each with its partner, while maintaining the same, non-intervened,
ground truth. The method results in a dataset of matched pairs with ground truth independent of the
target distinction (see Figure 1a and Figure 1b for examples). This encourages learning algorithms to
not pick up on the distinction.

Our empirical evaluation shows that CDA effectively decreases gender bias while preserving accuracy.
We also explore the space of mitigation strategies with CDA, a prior approach to word embedding
debiasing (WED), and their compositions. We show that CDA outperforms WED, drastically so when
word embeddings are co-trained. For pre-trained embeddings, the two methods can be effectively

1 Note that these results have practical significance. Both coreference resolution and language modeling are
core natural language processing tasks in that they form the basis of many practical systems for information
extraction[Zheng et al., 2011], text generation[Graves, 2013], speech recognition[Graves et al., 2013] and
machine translation[Bahdanau et al., 2014].

2



Debiasing of semantic spaces
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The story so far: the (potentially 
dangerous) social impact of AI/NLP
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How does this relate to
mainstream NLP methods?
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A typical NLP workflow

• Text as input
• Encode text into a representation

– e.g., vectors whose dimentions capture ”dimentions of meaning”

• Use the text representations as input to a task-specific model
– e.g., a sentiment classifier
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Sequential transfer learning

• Core idea: pretrain the language/text encoder on large amounts of text, so that it learns 
”the language”
– Structure of the language (i.e., syntax)
– Compositionality of meaning in the language (i.e., semantics)

• If we could „pre-train” such an encoder, it would be generally useful for a wide 
spectrum of NLP tasks

Image source: NAACL tutorial on Transfer 
Learning for NLP

https://tinyurl.com/y4mard84


Lexical semantic vector representations

• A model of word meaning 
focused on similarity 

• Define the meaning of a word 
as a vector, a list of numbers, a 
point in N- dimensional space

• Similar words are "nearby in 
space" 

good

nice

bad
worst

not good

wonderful
amazing

terrific

dislike

worse

very good incredibly good
fantastic

incredibly badnow

youi
that

with

byto
‘s

are

is

a
than

Source: Jurafsky & Martin (2018)
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Words in Space → Word Embeddings

• Representing words in a vector space is a standard process in NLP, called 
embedding

• It is called “embedding” because the objects are embedded into a vector 
space

• In our case, we embed words, so we obtain word embeddings

• An embedding of a word is nothing but a numeric vector that aims to 
capture some properties (typically meaning) of the word
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Word representa>ons

• Distribu(onal hypothesis: „you’ll know a word by the company it keeps” (Harris, 
1954)

• Word representa(ons are derived from word co-occurrences in a large corpus of 
text

• Assump(on: the contexts in which the word appears, define its meaning
– This allows to create a (sQll rather sparse) V x V dimension matrix of co-occurrences between 

words
– Word vectors from the co-occurrence matrix can now be compared (similar words will appear 

in similar contexts, hence have similar vectors) 
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Word representations

Dense representations
• Each word is represented by a dense 

vector, a point in a vector space
• The dimension of the semantic 

representation d is usually much 
smaller than the size of the vocabulary 
(d << V)

• All dimensions contain real-valued 
numbers (possibly normalized
between −1 and 1) 
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Word Embeddings
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Skip-Gram (SG) model

• Start by assigning two different dense random vectors to each word
– Center vector and context vector (each of size d << V)

• For a center word, predict the words will appear in its context
– E.g., given „fox” predict „quick”; „brown”; „jumps”; „over”
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Skip-Gram (SG) model

W W’
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Con>nuous bag-of-words (CBOW)

• In a sense, a model inverse to Skip-Gram – predicts the central word from 
the context

• Given context, predict the center word
– E.g., given „quick brown _  jumps over” predict „fox”
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Continuous bag-of-words (CBOW)

One-hot vector 
of the context 
(several ‘1’ 
elements, one 
for each context 
word)

W W’
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Word embeddings – results
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Word Embeddings
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Embeddings capture relational meaning



Embeddings capture relational meaning



Embeddings capture relational meaning
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From relational meaning to analogies

• Famously, word embeddings can 
(approximately) solve analogies like 
man:king :: woman:x

• vector(‘king’) - vector(‘man’) + 
vector(‘woman’)  ≈ vector(‘queen’)

• Nearest vector to vking – vman + vwoman is 
vqueen
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From rela>onal meaning to biased
analogies

• Ask “Paris : France :: Tokyo : x” 
– x = Japan

• Ask “father : doctor :: mother : x” 
– x = nurse

• Ask “man : computer programmer :: woman : x” 
– x = homemaker
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Bolukbasi, Tolga, Kai-Wei Chang, James Y. Zou, Venkatesh Saligrama, and Adam T. Kalai. "Man is to computer 
programmer as woman is to homemaker? debiasing word embeddings." In Advances in Neural Information Processing 
Systems, pp. 4349-4357. 2016.



Embeddings reflect cultural bias

• Implicit Association test (Greenwald et al 1998): How associated are 
– concepts (flowers, insects) &  attributes (pleasantness, unpleasantness)?
– Studied by measuring timing latencies for categorization.
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Embeddings reflect cultural bias

• Implicit Association test (Greenwald et al 1998): How associated are 
– concepts (flowers, insects) &  attributes (pleasantness, unpleasantness)?
– Studied by measuring timing latencies for categorization.

• Psychological findings on US participants:
– African-American names are associated with unpleasant words (more than 

European-American names)
– Male names associated more with math, female names with arts
– Old people's names with unpleasant words, young people with pleasant words.
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Embeddings reflect cultural bias

Caliskan et al. replicaMon with embeddings:
• Latency ⬄ Cosine similarity

– African-American names (Leroy, Shaniqua) had a higher cosine with unpleasant 
words  (abuse, s7nk, ugly)

– European American names (Brad, Greg, Courtney) had a higher cosine with pleasant 
words (love, peace, miracle)
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Caliskan, Aylin, Joanna J. Bruson and Arvind Narayanan. 2017. Semantics derived automatically from language corpora contain 
human-like biases. Science 356:6334, 183-186.

Embeddings reflect and replicate all sorts of pernicious biases!



Text Representations are biased
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Text Representations are biased
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Text Representations are biased
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Text Representations are biased
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Word embeddings are biased:
Man is to computer programmer as woman is to ?
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Word embeddings are biased:
Man is to computer programmer as woman is to home maker
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(Bolukbasi et al., 2016)



Bias in word embeddings: more analogies
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Proceedings of NAACL-HLT 2019, pages 615–621
Minneapolis, Minnesota, June 2 - June 7, 2019. c�2019 Association for Computational Linguistics

615

Black is to Criminal as Caucasian is to Police:
Detecting and Removing Multiclass Bias in Word Embeddings

Thomas Manzini†* , Yao Chong Lim‡* , Yulia Tsvetkov‡, Alan W Black‡

Microsoft AI Development Acceleration Program†, Carnegie Mellon University‡

Thomas.Manzini@microsoft.com, {yaochonl,ytsvetko,awb}@cs.cmu.edu

Abstract

Online texts—across genres, registers, do-
mains, and styles—are riddled with human
stereotypes, expressed in overt or subtle ways.
Word embeddings, trained on these texts, per-
petuate and amplify these stereotypes, and
propagate biases to machine learning models
that use word embeddings as features. In this
work, we propose a method to debias word
embeddings in multiclass settings such as race
and religion, extending the work of (Boluk-
basi et al., 2016) from the binary setting, such
as binary gender. Next, we propose a novel
methodology for the evaluation of multiclass
debiasing. We demonstrate that our multiclass
debiasing is robust and maintains the efficacy
in standard NLP tasks.

1 Introduction

In addition to possessing informative features use-
ful for a variety of NLP tasks, word embeddings
reflect and propagate social biases present in train-
ing corpora (Caliskan et al., 2017; Garg et al.,
2018). Machine learning systems that use em-
beddings can further amplify biases (Barocas and
Selbst, 2016; Zhao et al., 2017), discriminating
against users, particularly those from disadvan-
taged social groups.

(Bolukbasi et al., 2016) introduced a method to
debias embeddings by removing components that
lie in stereotype-related embedding subspaces.
They demonstrate the effectiveness of the ap-
proach by removing gender bias from word2vec
embeddings (Mikolov et al., 2013), preserving the
utility of embeddings and potentially alleviating
biases in downstream tasks. However, this method
was only for binary labels (e.g., male/female),
whereas most real-world demographic attributes,

* Equal contributions
† Work done while at CMU and The Microsoft AI De-

velopment Acceleration Program

Gender Biased Analogies
man ! doctor woman ! nurse
woman ! receptionist man ! supervisor
woman ! secretary man ! principal
Racially Biased Analogies
black ! criminal caucasian ! police
asian ! doctor caucasian ! dad
caucasian ! leader black ! led
Religiously Biased Analogies
muslim ! terrorist christian ! civilians
jewish ! philanthropist christian ! stooge
christian ! unemployed jewish ! pensioners

Table 1: Examples of gender, racial, and religious
biases in analogies generated from word embeddings
trained on the Reddit data from users from the USA.

including gender, race, religion, are not binary but
continuous or categorical, with more than two cat-
egories.

In this work, we show a generalization of
Bolukbasi et al.’s (2016) which enables multiclass

debiasing, while preserving utility of embeddings
(§3). We train word2vec embeddings using the
Reddit L2 corpus (Rabinovich et al., 2018) and ap-
ply multiclass debiasing using lexicons from stud-
ies on bias in NLP and social science (§4.2). We
introduce a novel metric for evaluation of bias in
collections of word embeddings (§5). Finally, we
validate that the utility of debiased embeddings in
the tasks of part-of-speech (POS) tagging, named
entity recognition (NER), and POS chunking is on
par with off-the-shelf embeddings.

2 Background

As defined by (Bolukbasi et al., 2016), debiasing
word embeddings in a binary setting requires iden-
tifying the bias subspace of the embeddings. Com-
ponents lying in that subspace are then removed

Source: Manzini et al. (NAACL 2019)



Word embeddings…

16.09.22

Simone Ponze7o / Data Science in Ac8on

75
Credit/source: EMNLP 2019 Tutorial: Bias and Fairness in Natural Language Processing

http://web.cs.ucla.edu/~kwchang/talks/emnlp19-fairnlp/


Methods for detecting bias                        
and attenuating bias in word embeddings 
have been proposed!
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Methods for detecting bias                        
and attenuating bias in word embeddings 
have been proposed!

Problems
• Bias definiMons mutually differ
• Specific bias types only
• Inconsistent evaluaMons

16.09.22

Simone Ponzetto / Data Science in Action

77



Methods for detecting bias                        
and attenuating bias in word embeddings 
have been proposed!

Problems
• Bias definitions mutually differ
• Specific bias types only
• Inconsistent evaluations
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(Gonen and Goldberg, 2019)



A General Framework                                                                      
for Implicit and Explicit Debiasing
of Distributional Word Vector Spaces

Main Contributions

1. Formalization of implicit and explicit biases
2. Proposal of new debiasing methods
3. Design of a comprehensive evaluation framework
4. Demonstration of the cross-lingual transfer of debiasing models
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Anne Lauscher, Goran Glavas, Simone Paolo Ponzetto, Ivan Vulic:
A General Framework for Implicit and Explicit Debiasing of Distributional Word Vector Spaces. AAAI 2020: 8131-8138



Bias specifica>on: Implicit vs. Explicit
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Bias specification: Implicit vs. Explicit

Implicit bias specification                                                                                         
Two sets of target terms T1 vs. T2 with respect to which a bias is expected to 
exist in the embedding space: Bimplicit=(T1, T2)
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Bias specification: Implicit vs. Explicit
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Bias specification: Implicit vs. Explicit
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Bias specification: Implicit vs. Explicit

Explicit bias specification                                                                                                
In addition to sets T1 and T2, one or more reference attribute sets Ai, e.g.,  
Bexplicit=(T1, T2, A1, A2)
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Augmenting Bias Specifications

Use similarity specialized embedding space (Ponti et al., 2018)                                            

and retrieve k closest terms for each word wi in T1, T2, and Ai
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Our initial embedding space
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Debiasing Models

We propose
• Generalized Bias-Direc+on Debiasing (GBDD)
Inspired by previous work in debiasing

• Bias Alignment Model (BAM)
Inspired by previous work in cross-lingual word embeddings

• Explicit Neural Debiasing (DebiasNet)
Inspired by previous work in seman/c specializa/on of word embeddings
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Debiasing Models

We propose
• Generalized Bias-Direction Debiasing (GBDD)
Inspired by previous work in debiasing

• Bias Alignment Model (BAM)
Inspired by previous work in cross-lingual word embeddings

• Explicit Neural Debiasing (DebiasNet)
Inspired by previous work in semantic specialization of word embeddings
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Example: explicit neural debiasing 
(DebiasNet)

• Inspired by work in semantic specialization (Glavaš and Vulić, 2018)

• Idea
– Given Bexplicit=(T1, T2, A)
– We “specialize” the vector space                                                                                  

by leveraging debiasing constraints: each pair ti1 and  tj2 
should be equally distant from each ak in A

– Debiasing Loss LD = (cos(t’i1, a’k) - cos(t’j2, a’k))2

– Regularization Loss LR = cos(ti1, t’i1) + cos(tj1, t’j1) + cos(ak, a’k)
– Total Loss L = LD + λLR
– X’ = DebiasNet(X, Ѳ)
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Evaluation: trade offs?

Implicit/ Explicit Debiasing
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Evaluation Framework

• Word Embedding Association Test (Caliskan et al., 2017)
• Embedding Coherence Test (Dev and Phillips, 2019)
• Bias Analogy Test (new)

• Implicit Bias Test (Gonen and Goldberg, 2019)

• SimLex-999 (Hill et al., 2015)
• WordSim-353 (Finkelstein et al., 2002)
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Topology of the Embedding Spaces
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Topology of the Embedding Spaces
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Topology of the Embedding Spaces
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Thanks!
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• A lightweight introducMon to the topic of 
fairness in semanIc spaces

• As usual for the important topics in life, 
we are leT with more quesIons than 
answers - i.e., there are no easy soluMons

• A crucial point: as scienIst we should be 
aware of the impact our technology can 
have on society


