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rELATIONAL SySTEMS HAVE made it pos-
sible to query large collections of data 
in a declarative style through languages 
such as SQL. The queries are translated 
into expressions consisting of relation-
al operations but do not refer to any 
implementation details. There is a key 
component that is needed to support 
this declarative style of programming 
and that is the query optimizer. The op-
timizer takes the query expression as in-
put and determines how best to execute 
that query. This amounts to a combina-
torial optimization on a complex search 
space: finding a low-cost execution plan 
among all plans that are equivalent to 
the given query expression (consider-
ing possible ordering of operators, al-
ternative implementations of logical 
operators, and different use of physical 
structures such as indexes). The success 
that relational databases enjoy today in 
supporting complex decision-support 
queries would not have been a reality 
without innovation in query optimiza-
tion technology. 

In trying to identify a good execu-
tion plan, the query optimizer must be 
aware of statistical properties of data 
over which the query is defined because 
these statistical properties strongly in-
fluence the cost of executing the query. 
Examples of such statistical properties 
are total number of rows in the relation, 
distribution of values of attributes of 
a relation, and the number of distinct 
values of an attribute. Because the op-
timizer needs to search among many 
alternative execution plans for the 
given query and tries to pick one with 
low cost, it needs such statistical esti-
mation not only for the input relations, 
but also for many sub-expressions that 
it considers part of its combinatorial 
search. Indeed, statistical properties of 
the sub-expressions guide the explora-
tion of alternatives considered by the 
query optimizer. Since access to a large 
data set can be costly, it is not feasible to 
determine statistical properties of these 
sub-expressions by executing each of 

them. It is also important to be able to 
maintain these statistics efficiently in 
the face of data updates. These require-
ments demand a judicious trade-off 
between quality of estimation and the 
overheads of doing this estimation. 

The early commercial relational sys-
tems used estimation techniques us-
ing summary structures such as simple 
histograms on attributes of the relation. 
Each bucket of the histogram repre-
sented a range of values. The histogram 
captured the total number of rows and 
number of distinct values for each buck-
et of the histogram. For larger query 
expressions, histograms were derived 
from histograms on its sub-expressions 
in an adhoc manner. Since the mid-
1990s, the unique challenges of statis-
tical estimation in the context of query 
optimization attracted many research-
ers with backgrounds and interests in 
algorithms and statistics. We saw de-
velopment of principled approaches to 
these statistical estimation problems 
that leveraged randomized algorithms 
such as probabilistic counting. Keeping 
with the long-standing tradition of close 
relation between database research and 
the database industry, some of these so-
lutions have been adopted in commer-
cial database products.

The following paper by Beyer et al. 
showcases recent progress in statistical 
estimations in the context of query op-

timization. It revisits the difficult prob-
lem of efficient estimation of the num-
ber of distinct values in an attribute and 
makes a number of contributions by 
building upon past work that leverages 
randomized algorithms. It suggests an 
unbiased estimator for distinct values 
that has a lower mean squared error 
than previously proposed estimators 
based on a single scan of data. The au-
thors propose a summary structure (syn-
opsis) for a relation such that the num-
ber of distinct values in a query using 
multiset union, multiset intersection, 
and multiset difference operations over 
a set of relations can be estimated from 
the synopses of base relations. Further-
more, if only one of the many partitions 
of a relation is updated, the synopsis 
for just that partition must be rebuilt to 
derive the distinct value estimations for 
the entire relation.   

It has been 30 years since the frame-
work of query optimization was defined 
by System-R and relational query opti-
mization has been a great success story 
commercially. Yet, statistical estimation 
problems for query expressions remain 
one area where significant advances 
are needed to take the next big leap in 
the state of the art for query optimiza-
tion. Recently, researchers are trying to 
understand how additional knowledge 
on statistical properties of data and 
queries can best be gleaned from past 
executions to enhance the core statisti-
cal estimation abilities. Although I have 
highlighted query optimization, such 
statistical estimation techniques also 
have potential applications in other ar-
eas such as data profiling and approxi-
mate query processing. I invite you to 
read the following paper to sample a 
subfield that lies at the intersection of 
database management systems, statis-
tics, and algorithms.  
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