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— Prof. Dr. Christian Bizer

— Chair of Web-based Information Systems
@ University of Mannheim

— Research Areas:
— Large-scale data integration
— Information extraction from semi-structured sources

— Knowledge base construction
— Analysis of the adoption of semantic web technologies

— eMail: christian.bizer@uni-mannheim.de
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Outline

1. Entity Matching — A Quick Overview

— Challenges
— Methods and Benchmarks

2. The Web as a Source of Training Data

— Deployment of Schema.org Annotations
— The WDC Product Data Corpus

3. Entity Matching using Deep Learning Techniques

— Systems
— Benchmark Results

4. Conclusions
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Entity Matching

Goal: Find all records in a set of
data sources that refer to the same
real-world entity.
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Data Collection / Extraction

e

Schema Mapping
Data Translation

et

Entity Matching

Data Fusion

@

Clean and
Complete
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Entity Matching
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Main Challenge: Heterogeneity of the entity descriptions.

Brand Product Model No. RAM Color Release

Samsung Galaxy S22 128 White 2021/1/29

Samung Gal. S 21 TGB12 64 GB blau Feb. 2020
Galaxy S21 Blue 64 GB TGB 64000 2020/1/29
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50 Years of Entity Matching

Rule-based and stats-based
e Blocking: e.g., same name
e Matching: e.g., avg similarity
of attribute values

Supervised learning
e Random forest for matching
F-msr: >95% w. ~1M labels

e Active learning for blocking & matching
F-msr: 80%-98% w. ~1000 labels

~2000 (Early ML) 2018 (Deep ML)
1969 (Pre-ML) ~2015 (ML)
Sup / Unsup learning Deep learning
e Matching: Decision tree, SVM e Deep learning
F-msr: 70%-90% w. 500 labels e Entity embedding

Luna Dong: ML for Entity Linkage. Data Integration and Machine Learning: A Natural Synergy.
Tutorial at SIGMOD 2018. https://thodrek.github.io/di-ml/sigmod2018/sigmod2018.html
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Type Dataset Topic # Pairs | # Matches # Attributes
iTunes-Amazon Music 539 132 8
Structured DBLP-ACM Bibliographic 12,363 2,220 4
DBLP-Scholar Bibliographic 28,707 5,347 4
Walmart-Amazon |Products 10,242 962 5
Abt-Buy Products 9,575 1,028 4
Textual
Amazon-Google Products 11,460 1,167 4

"

A

f \ T 10 I | 1 1
New Samsung Galaxy $4 GT-19505 16GB 5.0 inches Android
Smartphone with 2-Year Sprint Contract - White Frost

K6pcke, Thor, Rahm: Evaluation of entity resolution approaches on real-world match problems. PVLDB 2010.
https://github.com/anhaidgroup/deepmatcher/blob/master/Datasets.md
Primpeli, Bizer: Profiling Entity Matching Benchmark Tasks. CIKM 2020.
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Shortcomings of Many Benchmarks for
Evaluating Deep Learning-based Matchers

— The benchmarks are relatively small

— The benchmarks might not cover specific patterns
that are relevant for the use case at hand

Type Dataset Topic # Pairs | # Matches # Attributes
iTunes-Amazon Music 539 132 8
Structured DBLP-ACM Bibliographic 12,363 2,220 4
DBLP-Scholar Bibliographic 28,707 |5,347 4
Walmart-Amazon |Products 10,242 962 5
Abt-Buy Products 9,575 1,028 4
Textual
Amazon-Google Products 11,460 1,167 4
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2. The Web as a Source of Training Data

schema.org S -

Home Schemas Documentation

Google
L Thing > Organization > LocalBusiness

A particular physical business or branch of an organization. Examples of LocalBusiness

include a restaurant, a particular branch of a restaurant chain, a branch of a bank, a
medical practice, a club, a bowling alley, etc.

vasoo! Yandex | me s

description Text A short description of the item
image URL URL of an image of the item

name Text The name of the item

— ask website owners since 2011

Properties from Place

to annotate data within pages address Postaldddress  Physical address of e e

. AggregateRating The overall rating, based on a collection
aggregateRating

for enriching search results A i

. Place The basic containment relation between
containedIn

places

— 675 Types: Event, Place, Local

Business, Product, Review, Person e —A
5
RDFa JSON-LD

— Encoding: Microdata, RDFa, JSON-LD

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 9
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Schema.org Product Annotations
within HTML using the Microdata Syntax

<div itemtype="http://schema.org/Product">
<h1 itemprop="name">Coleman Signature Instant Dome 7 Orange</h1>
ltem # <span itemprop="“gtin12">200734246807</span>
<img itemprop="image” src="../20073424680.jpg">
Special offer: <span itemprop=“prize">278.99 EUR</span>
<p itemprop="description">The Coleman Signature 7-Person Instant Dome
tent makes camping easy so you can enjoy every moment of your
outdoor adventure. In about a minute you can have ...</p>
<span itemprop=“review" itemtype="http://schema.org/Review">
<span itemprop="“ratingValue">5</span>
<span itemprop=“reviewBody">Great waterproof tent!</span>
</span>
</div>

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 10



) T
iEEF UNIVERSITY
OF MANNHEIM

Data and Web Science Group

Usage of Schema.org Data @ Google

Gramercy Tavern - Flatiron - New York, NY | Yelp

www_ yelp.com » Restaurants » American (New) =
wkkd Rating 4.5 - 1.288 reviews - Price range: 3555 Samsung Galaxy Sg <
%% %k 52889 Rezensionen

Jeff C and | were in Mew York for vacation. and | wanted to treat him to a mice dinner for
..... Gramercy Tavern is certainly a legendary NY dining establishment

B Details ¥r Rezensionen #™ Onlineshops -..
Gramercy Tavern Restaurant - New York, NY | OpenTable
www.opentable.com » .. » Gramercy restaurants =
®dkRd Rating: 4.7 - 208 reviews FPrice range: 550 and aver —: |
Book now at Gramercy Tavern in NeWYork. explore menu, see photaos and read 508 =
reviews: "The menu was so limited but it worth trying, food was deli...” >
mm— Data snippets Einkaufen Anzeigen

within
search results

Farbe v Speicherplatz v

469,00 € - saturn.de - Von Google
3 Tibrews j Midnight Black - 64GB
EET—— Local businesses on +1.99 € Versand

maps

368,49 € - Back Market - Von Google
Galaxy S9 64 GB Dual Sim - Schwarz - Ohne Vertrag
Erneuert, +6,90 £ Versand

L
Product

Toe Jm3d W " offe rs 309,95 € - Rakuten de - Von Google
Lilac Purple - 64GB

Thu, Jun 12

Fri, Jun 13

https://developers.google.com/search/docs/advanced/structured-data/search-gallery
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Web Data Commons Project

Crawl_ |
— extracts all Microformat, Microdata, a

RDFa, JSON-LD data from the Common Crawl (CC)
— analyzes and provides the extracted data for download

— statistics of some extraction runs
— 2010 CC Corpus: 2.8 billion HTML pages = 5.1 billion RDF triples
— 2013 CC Corpus: 2.2 billion HTML pages = 17.2 billion RDF triples
— 2017 CC Corpus: 3.1 billion HTML pages = 38.2 billion RDF triples
— 2020 CC Corpus: 3.4 billion HTML pages = 86.3 billion RDF triples

http://webdatacommons.org/structureddata/

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 12
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Adoption of Semantic Annotations 2020

— 1.7 billion HTML pages out of the 3.4 billion pages provide
semantic annotations (50.0%).

— 15.3 million pay-level-domains (PLDs) out of the 34.5 million
PLDs (websites) provide semantic annotations (44.3%).

g8M
M
6M
5M
am

M

Pay-Level-Domains (PLDs)

M

N I hil I || || ‘ ‘ |
T TEIETRIIRIIRIINIIIE]

2012 2013 2014 2015 2016 2017 2018 2019 2020
® Microformats-hCard m RDFa m ISON-LD Microdata

http://webdatacommons.org/structureddata/2020-12/stats/stats.html
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Frequently used Schema.org Classes

Top Classes # Websites (PLDs)
JSON-LD| Microdata
schema:WebPage 4,484,026 1,339,999
schema: 3,151,809 514,990
schema:BreadcrumbList 1,688,820 924,991
schema:Article 1,327,578 627,303
schema:Product 1,234,972 1,059,149
schema:Offer 1,182,855 946,725
schema: 863,243 585,417
schema:BlogPosting 529.020 552,338
schema: 363,843 280,338
schema: 432,014 315,253
schema: 255,139 93,124
schema:Event 194,115 77,722
schema: 181,097 158,333
schema: 28,759 8,520

http://webdatacommons.org/structureddata/2020-12/stats/schema_org_subsets.html
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Schema.org Attributes used to

Describe Products in 2020

Attribute # PLDs

schema:Product/name 99 9
schema:Product/offers 94 9%,
schema:Offer/price 95 9%
schema:Offer/priceCurrency 95 0,
schema:Product/description 84 9%,
schema:Offer/availability 72 %
schema:Product/sku 56 %
schema:Product/brand 30 %
schema:Product/image 26 %
schema:Product/aggregateRating 17 %
schema:Product/mpn 6.3 %
schema:Product/productID 4.7 %

http://webdatacommons.org/structureddata/schemaorgtables/
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New Samsung Galaxy S4 GT-19505 16GB 5.0 inches Android

Smartphone with 2-Year Sprint Contract - White Frost

99.00 US$

The Galaxy S4 is among the earliest phones to
feature a 1080p Full HD display. The various
connectivity options on the Samsung include ...

000214632623

Samsung

GT-19505
000214632623

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022
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Adoption of Schema.org Product Identifier
Annotations
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In 2020, over 60% of the e-commerce websites annotate product IDs

schema.org/ 2013 2017 2020
Product Mari-.ce.:clup PI Ds I\”Iill‘l'.(i.‘,:dllp PL Ds MarL.;eldup PIDs
property entities entities entities

#(in K) % #(in K) % | #(in K) % #(in K) %o #(in K) % #(in K) %
gtin8 03 00 0.0 | 0.0 5409 0.1 031 00 3,661.9 0.5 228\ 1.0
gtinl2 0.3 00 0.0 | 0.0 507.6 0.1 0.6 | 0.1 4,052.6 05 2451 1.0
gtinl3 177.5 0.1 03] 04) 57379 1.2 6.6 | 1.O| 295902 3.7 68.0 | 29
gtinl4 109 0.0 0.0 | 0.0 578.1 0.1 0.8 | 0.1 2,784.0 0.3 180 | 08
identifier 2734 0.2 021 02 425.3 0.1 0.6 | 0.1 4,197.5 05 4.1 0.6
productID 28427.0 16.0 74 1108 § 54,7874 11.0 380 63| 51,6639 6.5 1093 | 4.7
mpn 1.5614 09 05 ] 0.7 | 156783 3.2 10.1 1.7 ] 69.860.7 8.8 148.0 | 6.3
sku 14.513.1 8.2 1.3 | 1.9 149,732.8 10.0 150.4 |125.3 | 241.700.5 304 1,291.1 | 56.2

sku often contains merchant
independent identifiers

http://webdatacommons.org/structureddata/2020-12/stats/stats.html
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Grouping Offers by Product Identifier

Srusize # Occurrences G

2013 2017 2020 roup of offers
1 4492.158 41538284 100464424 sharing the same ID
[2-5] 2084117 10,676,183 [36,033.295 m—
[6-10] 409380 1234244 | 5.254.722 o
[11-20] 285232 634551 | 2.576.139 m—
[21-50] 180,727 310,188 i,182615 o
(51-100] 54.480 05.664 295,704
[101-200] 23,863 40,512 123.900
[201-500] 17.408 16.411 65.008
[501-800] 4,082 3.049 16.205
[801-1000] 1208 917 5.057
[1001-5000] 2.436 2.127 11,623
(5001-10000] 125 208 852
>10000 161 497 465

The CC 2020 contains least two offers for over 45 million products

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 17
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Workflow for Cleansing
the Product Clusters

. Filtering by Cluster creation .
Removal of listing . e : . Split wrong clusters
oes identifier value based on identifier due to catesory IDs
Pag length (8-25) value co-occurrence sory
58M offers out of 121M 26M offers 16.4M clusters 16.6M clusters

(2017)

Primpeli, Peeters, Bizer: The WDC training dataset and gold standard for large-scale product matching.
WWW2019 Companion.

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 18
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The WDC Product Corpora

Cluster Size Distribution

— extracted from CC 2017 and 2020 Bl 2020, Green: 2017, log-scale
[>80]
# Offers # Clusters >2 [71-80]
[61-70]
2020 98 Million 7.1 Million 603,000 [51-60]
[41-50]
2017 26 Million 3.0 Million 78,000 p=il)
[21-30]
[16-20]
e o [11-15]
— cluster quality: 93,4 % o
(evaluated on sample of 900 pairs) (9]
8]
— available for download as JSON {g
5]
4]
3]
2]

0 1,000,000

10,000

http://webdatacommons.org/largescaleproductcorpus/v2020/
http://webdatacommons.org/largescaleproductcorpus/v2/

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 19
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Product Categories of the Offers
in the WDC Product Corpus 2017

[Office_Products] 13.13%

[Tools_and_Home_Improvem...
[Home_and_Garden]
[Automotive]

[Clothing]
[Sports_and_Outdoors]
[Other_Electronics]

[Jewelry]

[Books]

[Shoes]
[Computers and Accessories]
[Health_and_Beauty]
[Toys_and_Games]
[Grocery_and_Gourmet_Food]
[Luggage and Travel Gear]

Product Category

[Musical_Instruments]
[Camera_and_Photo]
[CDs_and_Vinyl]
[Cellphones_and_Accessories]
[Baby]
[not found]
[Movies_and_TV]
[Video Games] —0.91%

[Pet_Supplies] 0.63%

[Others]l—0.14%

0 500,000 1,000,000 1,500,000 2,000,000 2,500,000
Number of Offers

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 20
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How to cover more e-shops?

603,000 websites
in 2020 crawl
offer

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 21



Derive Training Data from the Clusters

for Learning Product Matchers

Clusters of offers
having the same identifier

Product

Product
offer

Pmdl
offer
Product
offer

Produd
1 Product
offer Product

Learn
Matcher

J

ProoT

non-matches

Product
offer

Product
offer

Matcher

24
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Offers
without identifiers

Product
offer

Same
‘ product?
Product
offer
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WDC Training Sets and Gold Standard for
Large-Scale Product Matching

— covers four product categories

— computers, cameras, watches, shoes
— Training sets of different sizes
— 2,000 to 60,000 pairs of offers
Cosgory | sae | postives | Negatves [N Gotegory | size | Posiives | Negatives__

Computers XlLarge 9.690 58.771 Watches XLarge 9.264 52.305
Large 6.146 27:213 Large 5.163 21.864
Medium 1.762 6.332 Medium 1.418 4.995
small 722 2.112 small 580 1.675

Cameras XLarge 7.178 35.099 Shoes XLarge 4.141 38.288
Large 3.843 16.193 Large 3.482 19.507
Medium 1.108 4.147 Medium 1.214 4.591
Small 486 1.400 Small 530 1.533

— Manually verified test sets of 1100 pairs from each category

http://webdatacommons.org/largescaleproductcorpus/v2/

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 23
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3. Entity Matching
using Deep Learning Techniques

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 24
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Performance of Magellan as an Example
of a Traditional Matching Method

WDC Computer - Large Products 64.5

WDC Computer - Small Products 57.6
Textual Data

Abt-Buy Products 43.6

Amazon-Google Products 49.1

iTunes-Amazon Music 91.2
Structured DBLP-ACM Bibliographic 98.4
Data

DBLP-Scholar Bibliographic 94.7

Product matching performance too low for practical applications ®

Konda, et al.: Magellan: Toward Building Entity Matching Management. PVLDB 2016.

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 25
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DeepMatcher (2018)

Name City Age
[ Neural Network (NN) s %

NNs with the same pattern UE) 2 = Sequences of
share parameters TGEJ % >;‘ Words
38 8 = o B
4 4 4

1. Attribute Embedding 5 = E
' ' '
-_ T = == Sequences of
Word Embeddings
: S 4 ¢ '
2. Attribute Similarity . <
Representation @
= — = } Attribute Similarity
T } Entity Similarity
3. Classification [
'

— Embeddings: FastText

— Summarization: Bi-RNN with attention

— Similarity computation: element-wise difference and multiplication, concatenation
— Classification: Fully connected neural net, cross entropy loss

Mudgal, et al.: Deep Learning for Entity Matching: A Design Space Exploration. SIGMOD 2018.

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 26
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Evaluation: DeepMatcher versus Magellan

WDC Computer - Large 89.5 +25.0
WDC Computer - Small 70.5 +12.9
Textual Data
Abt-Buy 62.8 +19.2
Amazon-Google 69.3 +20.1
iTunes-Amazon 88.5 -2.7
Structured
Data DBLP-ACM 98.4 +0.0
DBLP-Scholar 92.3 +2.4

— DeepMatcher outperforms traditional methods on textual data
— mixed results on structured data

Mudgal, Sidharth, et al.: Deep Learning for Entity Matching: A Design Space Exploration. SIGMOD 2018.

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 27



Transformers started to win

all Benchmarks in NLP
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— Self-supervised pre-training on large text corpora

— Fine-tuning for downstream tasks

Multi{lingual

MultiFiT

XLM
UDify
MT-DNN MASS
Knowledgedistillation UniLM
Spanprediction
MT-DNNyp

SpanBERT

St bt

https://huggingface.co/docs/transformers/index

Permutation LM
Transformer-XL

More/data
CBT
: ViLBER'

GPT
Bidirectional LM

Larger model
More data
Def
GPT-2 cnse » Grover

VideoBERT

AR AR R

ERNIE

. VisualBERT ERNIE (Baidu)
(Tsinghua) B2T2 BERT-wwm
. ms Unicoder-VL R
Neural |entity linker LXMERT
VL-BERT
@Q},‘!’Bﬁﬂ UNITER By Xiaozhi Wang & Zhengyan Zhang @ THUNLP
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DITTO (2021)

— applies BERT, DistilBERT, RoBERTa for entity matching

— adds methods for entity summarization, highlighting
matching clues, training data augmentation

— Entity serialization for BERT
— Pair of entity descriptions are turned into single sequence
— [CLS] Entity Description 1 [SEP] Entity Description 2 [SEP]
— Entity Description = [COL] attr, [VAL] val, . .. [COL] attr, [VAL] val,

Yuliang, et al: Deep entity matching with pre-trained language models. PVLDB 2021.

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 29
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DITTO: Architecture

0/1
*m

(Linear layer)

} Task-specific

ST o Gt Gl S St st Tt T =
B
Cogfsggljdﬂ:ieg | E [CLS) E 1 E 2 EI[SEP] E m E [SEP] : E E
ol D S t t  + ,3F
1| Transformer Layer ] B2
> X e _ = | ©
Al Transformer Layer Vo ]
T T 1 t B f 1af
Embeddfngs I E[CLS] E1 E2 E[SEP] Em E[SEP] : g
T T T T s T T
cLsy| [ T T2J .. [SepPy| - [ Tm |([SEP]

L _.> 2> By SR
attr1||val1] |attr1||val1| }'5%
S\ S UJ l_

First entity e Second entlty e

[CLS] token summarizes the pair of entities

linear layer on top of [CLS] token for matching decision

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 30
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DITTO: Evaluation

Tvoe R DITTO DeepMatcher Magellan
s F1 F1 F1

WDC Computer - Large 91.7 89.5 +3.2 64.5+27.2
WDC Computer - Small 80.8 70.5 +10.3 57.6 +23.2
Textual Data
Abt-Buy 89.3 62.8 +26.5 43.6 +45.7
Amazon-Google 75.6 69.3 +6.3 49.1 +26.5
iTunes-Amazon 97.0 88.5 +8.5 91.2 +5.8
Structured
D DBLP-ACM 99.0 98.4 +0.6 98.4 +0.6
ata
DBLP-Scholar 95.6 92.3 +3.3 94.7 +0.9

— large performance gain for textual data
— constant improvement for structured data

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022 31
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Potential Reasons
for the Performance Gain

— Serialization allows model to attend to all attributes

— no strict separation between attributes
— WordPiece tokenizer breaks unknown terms into pieces

— no problems with out of vocabulary terms

— Transfer learning from pre-training texts

— different surface forms are already close in embedding space

— Contextualization of the token embeddings
— potentially more suited for capturing differing semantics

Paganelli, et al: Analyzing How BERT Performs Entity Matching. PVLDB 2022.
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DITTO: Evaluation on WDC Datasets

Size xLarge (1/1) Large (1/2) Medium (1/8) Small (1/20)
Methods DM Ditto DM Ditto DM Ditto DM Ditto
00.80 9545 8955 91.70 7782 8862 7055 80.76
Computers H e sy :
+4.65 +2.15 +10.80 +10.21
89.21 9378 87.19 01.23 7653 88.09 638.59 80.89
Cameras " ’ o
+4 .57 +4.04 +11.56 +12.30
0345 9653 9128 9569 7931 91.12 6632 85.12
Watches ) i
+3.08 +4.41 +11.81 +18.80
0261 90.11 9039 88.07 7948 8266 7386 75.89
Shoes : , o 4
-2.50 -2.32 +3.18 +2.03
All 00.16 9408 8924 9305 7994 8361 7634 8436
+3.92 +3.81 +8.67 +5.02

— using BERT results in larger F1 gains for small fine-tuning sets

— DITTO is more training efficient than DeepMatcher

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022



Impact of the Base Transformer

— BERT: Pretrained on Books Corpus, Wikipedia

@
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— RoBERTa: Pretrained on Books Corpus, Wikipedia, Common Crawl

Testset Training Set BERT RoBERTa
xlarge 04.57 04.73
l 92, 0,
WDC computers e - ,11 o
medium 89.31 91.90
small 80.46 86.37
xlarge 91.42 94.39
i LY 29
W cameras hr# — —
medium 87.02 90.20
small 7747 85.74
xlarge 95.76 94.87
| 8521
WDC watches i 124
medium 89.00 92.28
small 78.73 87.16
abt-buy default 84.64 91.05
dblp-scholar default 95.27 95.29
company defaull 91.70 91.81

— RoOBERTa performs better for product matching
— base model matters for smaller fine-tuning sets

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022

34



) T
iiﬁﬁ; UNIVERSITY
OF MANNHEIM

Data and Web Science Group

Seen versus Unseen during Training

1. model trained on WDC computers large
2. model tested using different test sets:

RoBERTa BERT | DeepMatcher| Magellan

a) Seen products - different offers 94.73 92.11 89.55 63.45
b) Unseen products - high similarity  83.18 84.53 58.64 27.89
c) Unseen products - low similarity 77.72 76.92 58.78 59.04
A between a) and c) -17.01 -15.19 -30.91 -4.41

Peeters, Bizer: Dual-Objective Fine-Tuning of BERT for Entity Matching. PVLDB 2021
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Back to schema.org Identifiers:
Let’s further exploit our Clusters!

Apple Iphone X 64gb Smartphone Silver
APPLE IPHONE X A1865
GTIN:190198456724 \
\ Apple Iphone 10 64gb Never Locked Silver Qt

APPLE - iPhone X 64 Go Argent

V_

Clusters of product offers allow to

— learn recognizers for single products
— treat entity matching as a multi-class classification task
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JointBERT (2021)
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— combines pairwise matching and multi-class classification via multi-task learning
— hypothesis: Learning to recognize single entities might help to classify entity pairs

match/non-match e ID e ID
o
O
£ 0
Loy (Linear layer) (Linear layer)
[} [}
l_ 1 1 ||
- ([ o T ———— o —_—_
Cog;fgs;ﬂ:rz?egl E'cis: E’1 E2 E'serr | - | E'm || E'sen :
Py 1 1 ¥ 1 tt
1 _ Transformer Layer ]I
| Transformer Layer L
1 t t t t t I
Embeddfngs | E[CLS] E1 E2 E[SEP] Em E[SEP] :

(isepy] - [ Tm |[isEP)|

[leLsy] ( :1 ]JL;I‘Z_;"
|attr; [;t:a’

.
First entity e

Second Tantity e’

A v 4
attr 1 |[;tlr_2] }

Multi-class

Serialize
Tokenize

objective

Overall loss:

L; = BCEL (yp,, 9,) + (CEL (y1,, 91;) + CEL (yr;, 9r,))

BCEL: Binary cross entropy loss
CEL: Cross entropy loss

Peeters, Bizer: Dual-Objective Fine-Tuning of BERT for Entity Matching. PVLDB 2021.
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JOINntBERT: Evaluation

Testset Training Set | Word Co-oc Magellan Deepmatcher BERT RoBERTa Ditto | JointBERT
slarge 22.39 63.16 8895 9457 9473  96.53 97.49
R large £1.23 64.56 84.32 92,11 9468 9381 96.90
s ol —mediom 70.94 61.59 69.85 89.31 91.90 8597 88.82
small 62.69 57.60 61.22 8046 8637  8£1.52 77.55
xlarge 73.33 51.70 B4.88 91.42 94.39 94.74 98.02
WDC catticins large 76.24 54.49 82.16 91.02 9391 94.41 96.51
) x medium 69.89 54.99 69.34 87.02 90,20 87.97 87.91
small 64,86 52.78 59.65 77.47 85.74 78.67 78.30
xlarge 79.78 56.04 38.34 9576  94.87 97.05 97.09
large 79.64 60,50 86.03 9523 9393  97.17 98.46
WS snifches medium 69.54 66.62 67.92 8900 9228  R9.16 87.46
small 63.49 59.73 54.97 7873  87.16 8132 75.83
xlarge 70.38 61.45 86.74 87.44 88.88 93.28 97.88
large 71.18 60.45 83.17 87.37 86.60 90.07 95.16

WDC sh :

PR medium 72.43 59.80 74.40 7982 8112 8320 | 8261
small 65,65 58.57 64.71 T4.49 B80.29 75.13 73.13

Increase of 1% to 5% F1 given enough training examples

Peeters, Bizer: Dual-Objective Fine-Tuning of BERT for Entity Matching. PVLDB 2021.
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What about Long-Tail Products
without many Training Examples?

Testset Traiming Set  Word Co-oc Magellan  Deepmatcher BERT RoBERTa Ditto  JointBERT
slarge 82,39 63.16 88.95 9457 0473 0653  97.49
large £1.23 64.56 §4.32 9211 9468 9381  96.90

wWDC ¢ ters 3

i, Lt medium 70.94 61.59 69.85 8931 9190 8897 8882
small 62.69 57,60 61.22 80.46  86.37 8152  77.55
xlarge 73.33 51.70 84.88 91.42 94.39 H4.74 98.02
large 76.24 54.49 82.16 9102 9391 9441  96.51

WDC canieras

DT cameras pedivm 69 89 54.00 6934 BT.02 0. 20 B7.97 27.91
small 64,86 52.78 59.65 77.47 85.74 78.67 78.30
xlarge 79.78 56.04 88.34 9576 9487 9705  97.09
large 79.64 60.59 86.03 9523 9393  97.17  98.46

WDC watcl .

tatehies medium 69.54 66.62 67.92 89.00 9228  89.16 8746
small 63.49 59.73 54.97 7873  87.16 8132 7553
xlarge 70.38 61.45 B6.74 87.44 88.88 93.28 97.88
large 71.18 6048 83.17 87.37 86.60 90.07 95.16

WDC sh :

Tes medium 72.43 59,80 74.40 7982 8112 8320 8261
small 63.65 58.57 54.71 74.49 80.29 75.13 73.13

Results for smaller training sets (~2-3K) are ~10% F1 below top
results achieved using >50K training pairs.
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Contrastive Pretraining in Vision

— applies data augmentation to add positives
— uses large batches containing many positive and negative examples
— maximizes distance between classes in the embedding space

Anchor Negatives
— :

‘s

Negatives
T

............
o

Positive

=

S | \
——— - a =~ =3

Self Supervised Contrastive

Supervised Contrastive

Khosla, et al.: Supervised Contrastive Learning. NeurlPS 2020.
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Supervised Contrastive Pretraining
for Entity Matching (2022)

Contrastive Pre-Training Stage Cross-entropy Fine-Tuning Stage

binary cross-entropy loss
SupCon Loss 4

| Linear Layer |
?
(v, [u-v],u*v)

T ——

RoBERTa t
—— Y Y
HH | RoBERTa [<———>[RoBERTa | (Frozen)
Embeddings load parameters Slamese
ProductiD: 1 1 2 2 E:DW::D
non-match
Input: Batch of n product Input: Batch of product offer pairs
offers with product IDs with match/non-match labels

Peeters, Bizer: Supervised Contrastive Learning for Product Matching. WWW Companion 2022.
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Evaluation: Supervised Contrastive
Pretraining R-SupCon + Augmentation

WDC Computers Abt- Amazon
-Google

F1 > 0.95 results also for small training sets!

Christian Bizer: Training Entity Matchers using the Web as Supervision. SCADS.Al Summer School, July 11, 2022

# Training Pairs ~8K ~23K ~68K ~7.5K
(smaII) (medium)  (large) (xlarge)

| DeepMatcher 61.22 69.85 84.32 88.95 62.80 70.70
RoBERTa 86.37 91.90 94.68 94.73  91.05 74.10
Ditto 80.76 88.62 91.70 95.45  89.33 75.58
JointBERT 77.55 88.82 96.90 97.49  83.44 -

| R-SupCon 93.18 97.66 98.16 98.33 93.70 79.28
R-SupCon+augment 95.21 98.50 98.50 98.33 94.29 76.14
A to best baseline + 8.84 + 6.60 +3.24 +3.70
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Contrastive Learning Requires
Clean Training Data

— False negatives due to incomplete training data heavily
deteriorate the quality of the learned representation

— Work-Around: Source-aware sampling strategy

Source A Sample A
OO Lodd
QPO
Source B Sample B

@
2

®
-©

®

@

Y
®®
®®
D

e ©

®©
&
@] |©

=
D)
O

Source|C Sam

é@@@+

OO

Peeters, Bizer: Supervised Contrastive Learning for Product Matching. WWW Companion 2022.
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Language of the Webpages in the
Common Crawl

Other
23%

English
44%

Spanish
4%
French

4%
Japanese
5%

German

5% Russian Chinese
7% 8%
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Cross-Language Learning for Product
Matching

— schema.org ID clusters may cover multiple languages
— many offers in English as head language
— less offers in languages such as French or German

— Potential for cross-language learning!
— Experiment: Fine-tuning mBERT

German training set extended with English pairs. F1s:

EN
DE 0 450 900 1800 | 3600 | 7200 | A 0-7200
450 67.11 | 72.79 | 75.44 | 80.83 | 86.82 | 87.97 20.86
900 75.76 | 75.10 | 74.00 | 87.67 | 88.92 | 88.19 12.43
1800 87.69 | 88.43 | 88.38 | 90.17 | 90.72 | 91.44 3.75
3600 93.63 | 92.98 | 9246 | 93.97 | 93.25 | 9446 0.83

Peeters, Bizer: Cross-Language Learning for Product Matching. WWW Companion 2022.
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Conclusions:
Deep Learning for Entity Matching

1. Transformer-based matchers boost matching performance
— F1 scores >0.95 in many cases

2. Contrastive pre-training and cross-language learning
improve performance for long-tail entities

3. All entities should be covered by training examples

— F1 scores for unseen entities around 0.80

4. Reduced feature engineering effort
— less information extraction effort due to serialization
— less value normalization necessary due to pre-training
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Conclusions:
The Web as a Source of Training Data

1. Schema.org annotations are a valuable source of training data
— many e-shops, many products, many languages
— potential to derive benchmarks with a wide range of different

characteristics from the WDC product corpus

2. Potential to learn matchers for other schema.org classes
— Local business identifiers: DUNS, vatID, tickerSymbol, PhoneNumber
— Publication identifiers: ISBN, LCCN, GND
— Song identifiers : ISWC, MusicBrainzID

3. Supervision for other tasks
— hierarchical classification (products, jobs, local business)
— table annotation and schema matching (all schema.org classes)
— pre-training of domain-specific language models (HR-BERT, Event-BERT)
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Hands On:
Entity Matching Methods

— The source code for all discussed matchers is available
— you can test if the methods work for your use cases

— Current benchmark Entity Resolution on Abt-Buy
results are found on o
Papers with Code v [ 1100~y | ome ~
— good reference point e
for latest developments

— provides links to the source | ¢
code of the different
matchers

https://paperswithcode.com/task/entity-resolution/
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Hands On:
Experimenting with Schema.org Data

— All mentioned datasets are available for download

— Product Data Corpora and Training/Test Sets (JSON)
— http://webdatacommons.org/largescaleproductcorpus/v2/
— https://webdatacommons.org/largescaleproductcorpus/v2020/

— Data for all Schema.org Classes (RDF quads)
— LocalBusiness, Event, JobPosting, Review, ...
— http://webdatacommons.org/structureddata/

— Schema.org Table Corpus (JSON)

— data from 42 schema.org classes grouped into 2 million tables:
one table per schema.org class and website

— http://webdatacommons.org/structureddata/schemaorgtables/
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Thank you.
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