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Hallo

— Prof. Dr. Christian Bizer
— Professor for Information Systems

— Research Interests:
« Data and Web Mining

* Web Data Integration
« Data Web Technologies

- Room: B6 - B1.15
— Phone: +49 621 181 2677
— eMail: chris@informatik.uni-mannheim.de
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Hallo

M. Sc. Wi-Inf. Anna Primpeli

Graduate Research Associate

Research Interests:
« Semantic Annotations in Web Pages

« Active Learning for Identity Resolution
* Product Data Integration

Room: B6, 26, C 1.04
eMail: anna@informatik.uni-mannheim.de

Will teach the RapidMiner exercises and
will supervise student projects
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Hallo

M. Sc. Wi-Inf. Ralph Peeters

Graduate Research Associate

Research Interests:
« Entity Matching using Deep Learning
* Product Data Integration

Room: B6, 26, C 1.04

eMail: ralph@informatik.uni-mannheim.de

Will teach one Python exercise group
and will supervise student projects.
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Hallo

M. Sc. Wi-Inf. Alexander Brinkmann

Graduate Research Associate

Research Interests:
» Data Search using Deep Learning

* Product Data Categorization

Room: B6, 26, C 1.03
eMail: alex.brinkmann@informatik.uni-mannheim.de

Will teach one Python exercise group
and will supervise student projects.
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Course Organisation
S

— Lecture
* introduces the principle methods of data mining
 discusses how to evaluate generated models
« presents practical examples of data mining applications
from the corporate and Web context
— Exercise Groups
+ students experiment with the methods using RapidMiner or Python

— Project Work
« teams of six students realize a data mining project

« teams may choose their own data sets and tasks
(in addition, | will propose some suitable data sets and tasks)

+ teams write a 10 page summary about their project and present the results

- Grading

« 75% written exam, 20% project report, 5% presentation of project results
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Course Organisation

S
— Course Webpage
» provides up-to-date information, lecture slides, and exercise material
* https://www.uni-mannheim.de/dws/teaching/course-details/courses-for-maste
r-candidates/ie-500-data-mining/
— Solutions to the Exercises
* ILIAS elLearning System, https://ilias.uni-mannheim.de/

i

$5UNIVERSITY
4+ ¥0)
Sch

— Time and Location
* Lecture: L A
 Wednesday, 10.15 - 11.45, A5, ZOOM 04

« EXxercise:
 Thursday, 10.15 - 11.45
Room ZOOM 13(RapidMiner, Anna)

« Thursday, 12.00 - 13.30,
 Thursday, 13.45 - 15.15, Data Mining
Room ZOOM 15(Python, Alex) I o e e e g e
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Lecture Contents

1. Introduction to Data Mining

2. Cluster Analysis

3. Classification

4. Regression

5. Text Mining

6. Association Analysis

What is Data Mining?

Tasks and Applications

The Data Mining Process

K-means Clustering, Density-based Clustering,
Hierarchical Clustering, Proximity Measures
Nearest Neighbor, Decision Trees and Forests, Rule
Learning, Naive Bayes, SVMs, Neural Networks,
Model Evaluation, Hyperparameter Selection
Linear Regression, Nearest Neighbor Regression,
Regression Trees, Time Series

Preprocessing Text, Feature Generation, Feature
Selection, RapidMiner Text Extension

Frequent Item Set Generation, Rule Generation,
Interestingness Measures
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Schedule
e

Bold = session takes place live via ZOOM

Week Wednesday Thursday
3.03.2021 Introduction to Data Mining Exercise
Introduction to Python Preprocessing/Visualization
10.03.2021 Lecture Clustering Exercise Clustering
17.03.2021 Lecture Classification 1 Exercise Classification
24.03.2021 Lecture Classification 2 Exercise Classification
14.04.2021 Lecture Classification 3 Exercise Classification
21.04.2021 Video Lecture Regression Exercise Regression
28.04.2021 Video Lecture Text Mining Exercise Text Mining
5.05.2021 Video Lecture Association Analysis Exercise Association Analysis
12.05.2021 Introduction to the Student Projects | Preparation of Project Outlines
and Group Formation
19.05.2021 Feedback on Project Outlines Project Work
26.05.2021 Project Work Feedback on demand
2.06.2021 Feedback on demand Project Work
13.06.2021 Submission of project report Preparation of presentation
16.06.2021 Presentation of project results Presentation of project results
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Extra tutorial session: Introduction to Python
S

For all students which are not familiar with Python and Jupyter
Notebooks, Ralph and Alex will offer one additional tutorial session.

When? — Today, Wednesday 03.03 at 15:30-17:00

Where? — Online, WIM-ZOOM Room 13
https://uni-mannheim.zoom.us/i/56301946007?pwd=Z2WM2MIlovRKM2RnJXQ2tleU0zcUV3Zz09

The slides and notebooks used for the exercise will be uploaded in
ILIAS and the webpage of the course.
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https://uni-mannheim.zoom.us/j/5630194600?pwd=ZWM2MlovRkM2RnJXQ2tIeU0zcUV3Zz09

Deadlines

— Submission of project proposal
« Sunday, May 16", 23:59

— Submission of final project report
« Sunday, June 13", 23:59

— Project presentations
« Wednesday June 16", Thursday, June 17"

« everyone has to attend the presentations
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Final Exam
e

— Date and Time: thd
— Room: tha
— Duration: 60 minutes

— Structure: 6 open questions that
« Goal is to check whether you have understood the lecture content

« we try to cover all major chapters of the lecture: clustering,
classification, regression, association analysis, text mining

* Require you to describe the ideas behind algorithms and methods
« often: How do methods react to special pattern in the data?
* Might require you to do some simple calculations for which

« you need to know the most relevant formulas
« you do not need a calculator
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Text Book for the Course

Pang-Ning Tan, Michael Steinbach, Vipin Kumar: e T .E%L'%Bé}h' ~
Introduction to Data Mining. 2nd Edition.
Pearson / Addison Wesley.

Introductlon to
Data Mining

SECOND EDITION
Pang-Ning Tan ¢ Michael Steinbach ¢ Anuj Karpatne ¢ Vipin Kumar

University of Mannheim — Prof. Bizer: Data Mining Slide 13



Lecture Videos and Screencasts
e

1. Video recordings of P

OF MANNHEIM

the lectures from FSS 2020

2. Step-by-step introduction
to relevant RapidMiner
features

3. Step-by-step solutions
of the RapidMiner exercises

http://dws.informatik.uni-mannheim.de/ == .
en/teaching/lecture-videos/

\ 11:38/1332 €)) {3 =
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Questions?
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Outline: Introduction to Data Mining
S

What is Data Mining?
Tasks and Applications

The Data Mining Process

> e

Data Mining Software
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1. What is Data Mining?
S

— Large quantities of data
are collected about all
aspects of our lives

— This data contains interesting
patterns

— Data Mining helps us to
1. discover these patterns and

2. use them for decision making
across all areas of society,
including
— Business and industry
— Science and engineering
— Medicine and biotech
— Government
— Individuals
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“We are Drowning in Data...”

Sloan Digital Sky Survey
= 200 GB/day
=~ (3 TB/year

Predict
* Type of sky object:
Star or galaxy?

W= t= e e TS
st T R M R
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“We are Drowning in Data...”

US Library of Congress
= 235 TB archived
= 40 Wikipedias

Discover

* Topic distributions
* Historic trends*

e Citation networks

* Lansdall-Welfare, et al.: Content analysis of 150 years of British periodicals. PNSA, 2017.
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“We are Drowning in Data...”

Facebook
4 Petabyte of new data
generated every day

‘% = -over 300 Petabyte in
§ |  Facebook's data
*i;t : warehouse
Predict

|nterests and behavior of
over one billion people

https://www.brandwatch.com/blog/facebook-statistics/
http://www.technologyreview.com/featuredstory/428150/what-facebook-knows/
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“We are Drowning in Data...”
S

2 0 1 9 This Is What Happens In An
Internet Minute
facebook \J N |

Go gle 1 mitiion 18.1Million Yﬂll ?

LoggingIn  Texts Sent
3.8 Million 4.5 Million

Serrch Videos Viewed
"ETFL'X Queries
s 390,030
Watched Apps Downloaded
@ $996,956 347,222 l @)
Spent Online Scrolling Instagram
2.1 Million 87.500
@ CSr ng: d People Tweeting y
SECONDS
41.6 Million e 1.4 Million
e Messages Swipes
e Sent ti
| ]
© 4.8 Million _tinder P d t
w Gifs Served 13%%'&:{’ re I c
180 1 Million
RCIRRYD. s 41 e %4 °|nterests and
Shipped . YN
amazon echo Streaming w

W @OfficiallyChadd

A ﬁ R behavior of mankind
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“We are Drowning in Data...”

Law enforcement agencies
collect unknown amounts of

data from various sources
*Cell phone calls

Location data

*Web browsing behavior
*Credit card transactions
*Online profiles (Facebook)

Predict
*Terrorist or not?
* Trustworthiness
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“...but starving for knowledge!”

11101110
10110110

10111111

«— Amount of data that is collected

10101010

10000001 11101110
10000001

01010101

00000001

«— Amount of data that can be looked
at by humans

11111011 11101110

We are interested in the patterns, not the data itself!

Data Mining methods help us to
« discover interesting patterns in large quantities of data
 take decisions based on the patterns
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Definitions of Data Mining
S

— Definitions

Exploration & analysis, Non-trivial extraction of

of large quantities of data —implicit,

: . —previously unknown, and
in order to discover P y ;

—potentially useful

meaningful patterns. information from data.

— Data Mining methods

1. detect interesting patterns in large quantities of data
2. support human decision making by providing such patterns

3. predict the outcome of a future observation based on the
patterns
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Origins of Data Mining

— Data Mining combines ideas from statistics, machine learning, artificial
intelligence, and database systems

— Tries to overcome short-
comings of traditional
techniques concerning

 large amount of data

* high dimensionality
of data
* heterogeneous and

complex nature
of data

« explorative analysis beyond
hypothesize-and-test paradigm
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Survey on Data Mining Application Fields
S

Where Analytics, Data Science, Machine Learning were applied in 2018-2017 - KDnuggets Poll

20
18 CRM/Consumer analytics
Health Care
16 Banking
Finance
14
e-commerce Science
= 12
o
o™
£ Education
z
k=l
§ 10 Fraud Detection
% Manufacturing
2 Software  |nsurance Retail
S @ Self-Driving : A
Cars
? Y /
Biotech Medical/ Pharma
8
6 Investment / Stocks
&
@®
23
4 - Mobile apps
Games
2
®
2
0 2 4 6 8 10 12 14 16 18 20

% of Applications in 2017

Source: KDnuggets online poll, 435 and 446 participants
https://www.kdnuggets.com/2019/03/poll-analytics-data-science-ml-applied-2018.html
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2. Tasks and Applications
-

— Descriptive Tasks
» Goal: Find patterns in the data.
« Example: Which products are often bought together?

— Predictive Tasks

— Goal: Predict unknown values of a variable
» given observations (e.g., from the past)

— Example: Will a person click a online advertisement?
« given her browsing history

— Machine Learning Terminology
» descriptive = unsupervised
 predictive = supervised
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Data Mining Tasks
S

Cluster Analysis [Descriptive]
Classification [Predictive]

Regression [Predictive]

A W NN =

Association Analysis [Descriptive]
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2.1 Cluster Analysis: Definition
S

— Given a set of data points, each having a set of attributes, and a
similarity measure among them, find groups such that

« data points in one group are more similar to one another
« data points in separate groups are less similar to one another

— Similarity Measures
 Euclidean distance if attributes are continuous
« other task-specific similarity measures

- Goals
1. intra-cluster distances o
are minimized % :
2. inter-cluster distances .0 ° ® ®
are maximized M
O
- Result 4
« A descriptive grouping of data points ® ® o
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Cluster Analysis: Application 1

— Application area: Market segmentation h 0

— Goal: Find groups of similar customers

* where a group may be conceived
as a marketing target to be reached
with a distinct marketing mix

— Approach:

1. collect information about customers
2. find clusters of similar customers

3. measure the clustering quality by observing buying patterns
after targeting customers with distinct marketing mixes
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Cluster Analysis: Application 2
S

— Application area: Document Clustering

— Goal: Find groups of documents that are similar to each other
based on terms appearing in them

— Approach
1. identify frequently occurring terms in each document

2. form a similarity measure based on the frequencies of
different terms

— Application Example:
Grouping of articles
iIn Google News

Google . I
News U.K. edition ~

Top Stories Top Stories
HMV

Hilco shows interest in HMV stores A
Golden Globes 2012 Red 2 7
Carpet )
5 Hilco, the retail restructuring group, could be interested in rescuing HMV. providing some hope to the

X Factor chain that plunged into administration on Monday.
Supreme Court :
. 2‘ — e alline HMV stops accepting vouchers as administrators are called in Related
F'le d' coverage Entertainment giant HMV goes into administration HMV »
alklands :
. Retail »
i ¢ —der Are v VIV aift vouchers wo s5?
SikNatiGia In-depth: Are your HMV gift vouchers worthless HMV Group plc »
Barca Live Updating: HMV collapse live blog: Follow our coverage to find out how it will
.rc ) affect you
Chicharito

Wikipedia: HMV Group




2.2 Classification: Definition

— Goal: Previously unseen records should be
assigned a class from a given set of classes
as accurately as possible.

— Approach:

— Given a collection of records (training set)
« each record contains a set of atfributes
» one attribute is the class attribute (label) that should be predicted

- Find a model for predicting the class attribute as a
function of the values of other attributes
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Classification: Example

— Training set:

"not a tree" "not a tree" "not a tree"
- Learned model: "Trees are big, green plants without wheels."
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Classification: Workflow

Class/Label Attribute

Tid Attrib1  Attrib2  Attrib3  Class Learning

1 Yes Large 125K No algorithm

2 No Medium 100K No

3 |nNo Small 70K No

4 Yes Medium 120K No IndUCtion

S No Large 95K Yes

6 No Medium 60K No

7 | ves Large 220K No Learn

8 No Small 85K Yes Model

9 |No Medium | 75K No L \ - ~

10 No Small 90K Yes

Training Set \ Model

Apply

Tid Attribi  Attrib2  Attrib3  Class Model

11 [ No Small 55K 2 / ‘

12 Yes Medium 80K ?

13 | ves Large 110K 2 Deduction

14 | No Small 95K 2

15 | No Large 67K 2

Unseen Records
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Classification: Application 1

— Application area: Fraud Detection

— Goal: Predict fraudulent cases in
credit card transactions.

— Approach:

1. Use credit card transactions and information
about account-holders as attributes

 When and where does a customer buy? What does he buy?
« How often he pays on time? etc.

e Label past transactions as fraud or fair transactions
This forms the class attribute

1. Learn a model for the class attribute from the transactions

e Use this model to detect fraud by observing credit card
transactions on an account
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Classification: Application 2

— Application area: Direct Marketing

— (Goal: Reduce cost of a mailing campaign

by targeting only the set of consumers /) *‘q
that likely to buy a new product \ &0 N—
; ¥ Y

— Approach:

1. Use data from a campaign introducing a similar product in the past

« we know which customers decided to buy and which decided otherwise
« this {buy, don’t buy} decision forms the class attribute

e Collect various demographic, lifestyle, and company-interaction related
information about the customers

* age, profession, location, income, marriage status, visits, logins, etc.
e Use this information to learn a classification model

1. Apply model to decide which consumers to target
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2.3 Regression
S

— Predict a value of a continuous variable
based on the values of other variables,
assuming a linear or nonlinear model of
dependency

- Examples: 20 -10 . 10 20 30 4‘0 5‘0 6‘0

* Predicting sales amounts of new product based
on advertising expenditure

* Predicting the price of a house or car

« Predicting miles per gallon (MPG) of a car ézjj
as a function of its weight and horsepower =

* Predicting wind velocities as a function of \\\///
temperature, humidity, air pressure, etc. g O

— Difference to classification: The predicted attribute is continuous,
while classification is used to predict nominal attributes (e.g. yes/no)
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2.4 Association Analysis: Definition
S

— (Given a set of records each of which contain some number
of items from a given collection

— discover frequent itemsets and produce association rules
which will predict occurrence of an item based on
occurrences of other items

Tip  items Frequent ltemsets
Bread, Coke, Milk {Diaper, Milk, Beer}
Beer, Bread {Milk, Coke}

Beer, Coke, Diaper, Milk A ation RUl
. . SSoclation Rules
Beer, Bread, D , Milk , .
sl Bitd laper, Wi {Diaper, Milk} --> {Beer}

Coke, Diaper, Milk {Milk} --> {Coke}

A WON =
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Association Rule Discovery: Applications 1
S

— Application area: Supermarket shelf management.

— Goal: To identify items that are bought
together by sufficiently many customers

— Approach: Process the point-of-sale data collected
with barcode scanners to find dependencies among items

— Aclassic rule and its implications:
 if a customer buys diapers and milk, then he is likely to buy beer as well
* so0, don’t be surprised if you find six-packs stacked next to diapers!
« promote diapers to boost beer sales
 if selling diapers is discontinued, this will affect beer sales as well

— Application area: Sales Promotion

Frequently Bought Together

ot Price For All Three: $87.41

amazoncom _ : .
- g ﬁ @ Add all three to CartJ | Add all three to Wish List |

Show availability and shipping details

'\'Aw X
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Association Rule Discovery: Application 2

— Application area:
Inventory Management

— Goal: A consumer appliance repair company wants to anticipate
the nature of repairs on its consumer products and keep the
service vehicles equipped with right parts to reduce on number of
visits to consumer households

— Approach: Process the data on tools and parts required Iin
previous repairs at different consumer locations and discover the
co-occurrence patterns
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Which Methods are Used in Practice?
e

Top Data Science, Machine Learning
Methods used in 2018/19 - KDnuggetsPoll  coonts

0% 20% 40% 60%

Regression I | 56%
Decision Trees / Rules ———— 48%
Clustering 4 | 47%
Visualization i | 46%
Random Forests 45%
Statistics - Descriptive 39%
K-Nearest Neighbours 3 33%
Time Series 32%
Ensemble Methods 30%
Text Mining ] 28%
PCA 28%
Boosting - 27%
NeuralNetworks - Deep Learning 25%
Gradient Boosted Machines 23%
Anomaly / Deviation Detection ] 23%
Neural Networks - Convolutional.. 22%

Support Vector Machine (SVM) i 22%

Source: KDnuggets online poll, 833 votes, question: methods used last year for real-world app?
https://www.kdnuggets.com/2019/04/top-data-science-machine-learning-methods-2018-2019.html|
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3. The Data Mining Process

Interpretatlon /
Evaluation

C Data Mining
( Transformation ) Know
( Preprocessing ) I

Patterns

C Selection )

Transformed
Preprocessed Data Data

Source: Fayyad et al. (1996)
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3.1 Selection and Exploration

— Selection

« What data is potentially useful for the
task at hand?

 What data is available?

 What do | know about the
quality of the data?

— Exploration / Profiling
[ Get an initial understanding Of the data Titanic Dataset Overview  Variables  Correlations  Interactions  Missing values  Sample
 Calculate basic summarization statistics

Age Distil:ct 89 Mean 29.6991176470¢
feal (Rx0) Minimum 0.42 I
* Visualize the data s ) % o il
Missin 177 © ® e K
i Zeros 0

Missing (%) 19.9%
''''' 9 (%) Zeros (%) 0.0%

« ldentify data problems such as e Oy 7118

Infinite (%) 0.0%

outliers, missing values,

I . Statistics Histogram(s) Common values Extreme values

d u p ICate reCO rd S Quantile statistics Descriptive statistics
Minimum 0.42 Standard deviation 14.52649733
5-th percentile 4 Coefficient of variation (CV) 0.4891221855
Q1 20.125 Kurtosis 0.1782741536
median 28 Mean 29.69911765
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3.2 Preprocessing and Transformation
S

— Transform data into a representation that is suitable for the chosen data
mining methods

scales of attributes (nominal, ordinal, numeric)
number of dimensions (represent relevant information using less attributes)
amount of data (determines hardware requirements)

— Methods

discretization and binarization

feature subset selection / dimensionality reduction
attribute transformation / text to term vector / embeddings
aggregation, sampling

integrate data from multiple sources

— (Good data preparation is key to producing valid and reliable models

— Data integration and preparation is estimated to take 70-80% of the time
and effort of a data mining project
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3.3 Data Mining

— Input: Preprocessed Data
— Output: Model / Patterns

1. Apply data mining method
2. Evaluate resulting model / patterns

3. lterate
«experiment with different parameter settings

sexperiment with multiple alternative methods
simprove preprocessing and feature generation
sincrease amount or quality of training data
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3.4 Deployment

— Use model in the business context

— Keep iterating in order to maintain and improve model

understanding —qge- understanding

CRISP-DM Process Model
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How Do Data Scientists Spend Their Days?

What data scientists spend the most time doing

® Building training sets: 3%

® (leaning and organizing data: 60%

® Collecting data sets; 19%
Mining data for patterns: 9%
® Refining algorithms: 4%

® QOther:5%

Source: CrowdFlower Data Science Report 2016: http://visit.crowdflower.com/data-science-report.html
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4. Data Mining Software
S

Top Analytics, Data Science, Machine Learning
Software 2017-2019, KDnuggets Poll

0% 10% 20% 30% 40% 50% 60% 70%

Python
RapidMiner
RLanguage
Excel W 2019 %share
Anaconda

W 2018 %share
SQL Language
guag W 2017 %share
Tensorflow
Keras

scikit-learn

Tableau
Apache Spark

Source: KDnuggets online poll, 1800 votes
https://www.kdnuggets.com/2019/05/poll-top-data-science-machine-learning-platforms.html
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RapidMiner

Powerful data mining suite
— Visual modelling of data mining pipelines
Commercial tool, offering educational licenses

“J/ Sales Report - RapidMiner sRapidNTBO2 B=X] */ RapidMiner @RapidNTBO02 BEX]
File Edit Process Tools View Help File Edit Process Tools View Help
= &9 1 A H @ = & 12 A F @
IHEY 2o pllBE VD JEHEY »2a bR YT D
P overview £ Process = L Parameters | 4 ExampleSet (Retrieve)
== @ - & Brocess » g ey B~ Meta Data View () Data View (&) PlotView (/=] e
4
€ 2 Sort Floter 1.00€0 o o0 0 o0 DO g o— o g
7 Filter Examples Report (5) —— . ) Quartile b4 o 9 ©° o g o 8 o
- ribute name nza v
qo= g Qo= ™ [g] (ol ) e L ° 8§80 g °
5 Operators | & Repositories uz oi ? o o sorting direction attribute_8 [ A] o T g o
= = o o attribute_9 o
BN atlt 834E-1 8 g o
& @ Samples (o Sort (2) Filter Example...] i
& [ Local Repository e exa exa
=3 ]
@ G Multiply lZ or > or i
o o o
inp o
J out 6.68E-1 o =L
out @ Help Comment 5
[¢] [ A Q
A 3
g ¥ sort
(2] Reporting (Mierswa o}
& Results (Miermwa) Discretize Report (7) 5.026-1 -
exa exa rep E] rep Synopsis
LT S This operator sorts the given example —H
. - setaccording to a single attribute.
o e ]
Description 3.356-1
This operator sorts the given example B LU
B setaccording to a single attribute. The
“ example setis sorted according to the L o
/1 Problems o Log natural order of the values of this 8
, attribute either in increasing or in E g6 % g
& NoEmors decreasing direction. 1.69E-1 o g 8 8 e
Message Fixes. Lacation @, - 8 a © 8
Input . attribute_37 S g g o § g 8 o 0
® example set input: expects: attribute_38 % g 8 9 § o 8
ExampleSetietaData attribute_39 8 5 i 8 B o g o 8 § 8
examples: =0; #atributes: 0 S ° a ° 3
v,
e ( ) e L
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Gartner 2018 Magic Quadrant for Advanced Analytics Platforms
S

o @ KNIME
@ SAS
@ RapidMiner
@ H20ai
TIBCO Software
@ MathWorks [
Domino @ 1BM
@ Microsoft
@ s
@ Databricks
Angoss
Anaconda o
®

-

=

S @ Dataku

N

= @ Teradata

=

=

<

COMPLETENESS OF VISION As of January 2018 © Gartner, Inc
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Literature — Rapidminer

Rapidminer — Documentation
« http://docs.rapidminer.com
« https://academy.rapidminer.com/catalog

Vijay Kotu, Bala Deshpande: Predictive
Analytics and Data Mining: Concepts and
Practice with RapidMiner. Morgan Kaufmann,
2014.

« covers theory and practical aspects using RapidMiner

Markus Hofmann, Ralf Klinkenberg:
RapidMiner: Data Mining Use Cases and
Business Analytics Applications. Chapman &
Hall, 2013.

« explains along case studies how to use simple and
advanced Rapidminer features
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Predictive Analytics
and Data Mining

Concepts and Practice with RapidMiner

Vijay Kotu and Bala Deshpande

RAPIDMINER

Data Mining Use Cases and
Business Analytics Applications

dataset

dat.a.. .:1!:7, ¥

RapidMIner siscaton !

used‘:‘:od:%gc.t:}-on ,,: y‘{ ma"é’é"“'
S fteXt Tt O e
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Python

We use the Anaconda Python distribution

—includes relevant packages, e.g.
 scikit-learn, pandas
* NumPy, Matplotlib

—includes Jupyter as
development environment

Slide Type Sub-Slide v

from sklearn.neighbors import KNeighborsClassifier
from sklearn.model_selection import StratifiedKFold
from sklearn.model_selection import GridSearchCV

knn_estimator = KNeighborsClassifier()
parameters = {

'n_neighbors': range(2, 9),

'algorithm': ['ball_tree', 'kd_tree', 'brute']
¥
stratified_10_fold_cv
grid_search_estimator

StratifiedKFold(n_splits=10, shuffle=True, random_state=42)

GridSearchCV(knn_estimator, parameters, scoring='accuracy’,
cv=stratified_10_fold_cv)

grid_search_estimator.fit(iris_data,iris_target)
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Literature — Python

1. Scikit-learn Documentation: OREILLY &,
https://scikit-learn.org/stable/ Hands-on \{
user_guide.html Machine Learning

. . : with Scikit-Learn,
2. Aurélien Géron: Hands-on Machine Keras & TensorFlow

Learning With SCikit'Learn, KeraS Concepts, Tools, and Techniques
o Build Intelligent Systems

& TensorFlow. ‘ e

2" Edition, O’Reilly, 2019

Aurélien Géron
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Literature for this Chapter

Pang-Ning Tan, Michael Steinbach, Vipin Kumar: EESlY L .E%L'%Bé}h' ~
Introduction to Data Mining. 2nd Edition.
Pearson / Addison Wesley.

Chapter 1: Introduction I
Chapter 2: Data Introductlon to
Data Mining
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