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Outline

e
1. What is Cluster Analysis?

Applications for Clustering
k-Means Clustering
Hierarchical Clustering

Density-based Clustering

2 T

Proximity Measures
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What is Cluster Analysis?

* Finding groups of objects such that
— the objects in a group will be similar to one another

— and different from the objects in other groups.

* Goal: Get a better understanding of the data.

Inter-cluster

Intra-cluster distances are
distances are maximized

minimized




Cluster Analysis as Unsupervised Learning

* Supervised learning: Discover patterns in the data that relate data
attributes with a target (class) attribute

— The set of classes is known before
— Class attributes are usually provided by human annotators

— Patterns are used for prediction of the target attribute for new data

* Unsupervised learning: The data has no target attribute
— We want to explore the data to find some intrinsic structures in it

— The set of classes/clusters is not known before

— Cluster Analysis and Association Rule Mining are unsupervised learning
tasks
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Types of Clusterings

* Partitional Clustering

— A division data objects into non-overlapping subsets (clusters)
such that each data object is in exactly one subset

o

* Hierarchical Clustering

— A set of nested clusters .

organized as a " p4
hierarchical tree . FW

pl p2 p3pd
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Aspects of Cluster Analysis
S

* Clustering algorithm
— Partitional Algorithms

— Hierarchical Algorithms
— Density-based Algorithms

* Proximity (similarity, or dissimilarity) measure
— Euclidean Distance

— Cosine Similarity
— Domain-specific Similarity Measures

* Clustering Quality
— Intra-clusters distance = minimized

— Inter-clusters distance = maximized
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Notion of a Cluster can be Ambiguous
S

FY ) ) ++ *
o0 o L I t+ o g
o ® ° . o © 0
°® o0 © vV o ¢ O
® o0 v oo
How many clusters? Six Clusters
m A ++ *
Hm A + *
: = A A A * t + * O N
mE AA A vV oo ©
= A A v OO
Two Clusters Four Clusters

The usefulness of a clustering depends
on the goals of the analysis!
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Applications: Market Research
e

* ldentify different groups of customers
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Application: Product Grouping
e

* ldentify offers of same (or similar) products, e.g., on ebay

% ﬂ samsung s3 | eBay o .
6 www.ebay.com/schii, = | | — - | i

m_Wiki { I TYPO3 & Redmine [D Virtuoso SPARQL Que... . dogfood d2r mysgl LOC Proceedings of the 45... || DBpedia SPARQL Wifo | | DBpedia Type Comple... || DBpedia Lookup Local | | VM Manager
o Atlcl_tliolrllnt.“-a.??;;.l ;

 Buy It Now (254.428)

Model e
[T Samsung Galaxy S Ill 27
O Samsung Galaxy S Il 41}
[T Samsung Galaxy S IV 3)
[T Samsung Galaxy S Il Mini

[T Samsung Galaxy Note Il (18)

Carrier

[T Sprint
[T T-Mobile
7 Unlocked (€22)
[T Verizon (229)

Stnrage Capacity
[T 16 GB (=53

[T 256 MB e0)

[T 32GB 84

N 4GB (25

[ 8GB (108

Coler
Features
Contract
Style
Condition

[T New (250.151)

[ X

10/06/20

Luxury Magnetic Card Holder PU
Leather Flip Case for Samsung
Galaxy 53 19300 BLK

Top Rated

Samsung Galaxy S3 At&t White

Customs services and international
tracking provided

Tep Rated

New Black luxury Flip Leather PU
Case Cover For Samsung Galaxy
sasi

Canadian Seller

From Canada

Heiko Paulheim

m left $6.00
Today 3:13PM 0 bids
$269.95
Buy It Now

$8.89
1 bid

Samsung Galaxy 53
SGH-T999 16GB...

$256.00

22 bids

Sale NEW UNLOCKED
SAMSUNG GALAXY 54

$794.9

Buy ow

Free shipping




Applications: Social Network Analysis

* ldentifying communities of people, e.g., with similar interests

US Counterinsurgency Policy @

Author Social Graph w

Jjonathanstray.com/coingraph @ @ l
R

Olga Oliker

RAW
man

=

Bruce Hoffi
‘\ John Nagl Bruce R. Pimic

\\|[7€

74

v

FM 3-24 authors
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Applications: Grouping Search Engine Results
e

* Automatically find groups of related pages in the result set

10/06/20

€

=101 %]

& | | W - suchmaschinen

Alm- 3 &

G5 wiki [ TYPO3 ™% Redmine D Virtuoso SPARQL Que... ., dogfood d2r mysql LIX Proceedings of the 45... | | DBpedia SPARQL Wifo | | DBpedia Type Comple . | | DBpedia Lookup Local >

web news images blogs wikipedia jobs more »

clouds

All Results (240

@ Consulting 25
@ Modeling, Predictive (22)

& Business Intelligence (22

@ Privacy 17)

© Reviews [12)

© Visualization [12)

© Knowledge discovery ()
© Free (1)

@ Mobile (10

@ Data Mining, And Data
Warehousing (10

@ Health, Care 11

@ Automotive, CRM (10)
@ Computer Science (11
@ Programmers (z)

© Stop g

© Market Research ()

sources sites

Top 340 results of at least 49,759 retrieved for the query data mining (details)

Merkel's chief of staff says U.S. spies did not break German law L @

Aug 12,2013 - . In June the United States confirmed the existence of an operation codenamed Prism,
after ex-NSA contractor Edward Snowden revealed data mining of users of Google, Facebook, Skype
and other U.S. companies. Since June, a stream of new allegations - that the ...
www.reuters.com/...germany-idUSBRES7B0RP20130812%eedType=RSS&feedName=worldMews - [cache]
- Reuters, Reuters

Germany plans boost to European IT after U.S. spy row = @

Aug 14, 2013 - . contractor, Edward Snowden, set off an international furor when he told newspapers in
June that the National Security Agency was mining the personal data of users of Google, Facebook,
Skype and other U.S. companies under a secret program codenamed Prism. President Barack Obama ...
www.reuters.com/_._ny-idUSBRES7D0SR20130814 eedType=RSS&feedName=technologyMews - [cache]
- Reuters, Reuters

Kiribati L @
KiribatiArea: 277 sq mi (717 sq km) / World Rank: 179Location: Group of islands in the Pacific Ocean,
between Hawaii and Australia, lying where the equator and international date line intersect.Coordinates:

1°25'N, 173°00'EBorders: Mo international bordersCoastline: 709 mi (1,143 km|Territorial
www.highbeam.com/doc/1G2-3406600104_html?refid=yippy - [cache] - Encyclopedia, Encyclopedia

GOP Turms to Silicon Valley to One-Up Democrats 4, @

Jul 27,2013 - President Obama's 2012 campaign schooled Republicans in the art
of digital campaigning—mining data about voters and tailoring pitches directly to
them. Now, Republicans hope to return the favor... Politics News Summaries.
www.newser.com/story/171621/gop-turns-to-silicon-valley-to-one-
up-democrats.html - [cache] - Newser

e, (&0
‘GOP Tumns to Silicon Valley
to One-Up Democrats
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Applications: Image Recognition

* ldentify portions of an image that belong to the same object

v

Sky .
Tree =™ Trae Tree Building .

Tree—. T a
' i Buildin

(fresl e

Sidewalk

Building

Sidewalk
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K-Means Clustering
S

* Partitional clustering approach
* Each cluster is associated with a centroid (center point)

* Each point is assigned to the cluster with the
closest centroid

* Number of clusters, K, must be specified manually
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K-Means Clustering

-
* Basic Algorithm:

. Select K points as the initial centroids.

: repeat

1
2
3:  Form K clusters by assigning all points to the closest centroid.
4:  Recompute the centroid of each cluster.

5

: until The centroids don’t change
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K-Means Example, Step 1
e

Pick 3 o
initial i
cluster
centers
(randomly)
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K-Means Example, Step 2

k1
Y
L 2 ’k

Assign 2 e

each point ¢

to the closest ¢ R

cluster .

center *e I
3
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K-Means Example, Step 3

—
kl kl
Y
O
Move ¢ ko
each cluster °
center e © ks
to the mean o K
of each cluster .o ¢
k
3
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K-Means Example, Step 4 ...
e

Reassign k,
points
closest to a
different new
cluster center .

Q: Which ¢« O
points are
reassigned? X
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K-Means Example, Step 4

A: Two V

points are
reassigned
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K-Means Example, Step 5
e

<
k1
Y
Re-compute .
cluster
means o
k3
o ©
L 2 kz
o
X
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K-Means Example, Step 6
e

IS
k1
Y
'S
9
o k,
Move cluster .
centers to S k;
cluster ¢
o0
means
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Alternative Convergence Criteria
e

* no (or minimum) re-assignments of data points to different clusters
* no (or minimum) change of centroids, or
* minimum decrease in the sum of squared errors (SSE)

— see next slide

* Stop after X iterations
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Evaluating K-Means Clusterings
S

* The most common cohesion measure is the Sum of Squared Errors
(SSE)

— For each point, the error is the distance to the nearest centroid

— To get SSE, we square these errors and sum them.

SSE = Zk;erc, dist(x,m )’
=

* G, is the j-th cluster
- m; is the centroid of cluster C, (the mean vector of all the data points in C))
- dist(x, m,) is the distance between data point x and centroid m,

* Given several clusterings (and a fixed k),
we should prefer the one with the smallest SSE
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lllustration: Sum of Squared Error

* Clustering problem given: o

— i.e., small distances to centroid

« Good solution: g: | | I\

* Not so good solution: \é//
— i.e., larger distances to centroid e e °
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Weaknesses of K-Means: Initial Seeds
e

* Results can vary significantly depending on initial choice of seeds
(number and position)

(B Meration | [ Tteration 2
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Weaknesses of K-Means: Initial Seeds
e

* If we use different seeds, we get good results.

o
a
uﬂ

OF

o
O
o

(A Random selection of & seeds (centroids)

(B, [teration | (), Meration 2
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Improving the Clustering Results
e

 Restart a number of times with different random seeds
(but fixed k)

— chose the resulting clustering with the smallest sum of squared error
(SSE)

* Run k-means with different values of k
— The SSE for different values of k cannot directly be compared
— think: what happens for k — number of examples?

— Workarounds

 Choose k where SSE improvement il 0
decreases (knee value of k) \
2 | \

— Employ X-Means knee value

™,
* variation of K-Means algorithm | £ l
that automatically determines k ) \

* starts with small k, then splits large
clusters until improvement decreases R
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Choosing k — Cluster Evaluation

* Recap: we want to maximize
— Cohesion: measures how closely related are objects in a cluster

— Separation: measure how distinct or well-separated a cluster is from
other clusters

cohesion :
separation
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Silhouette Coefficient
e

* Cohesion a(x): average distance of x to all other vectors in the
same cluster.

* Separation b(x). average distance of x to the vectors in other
clusters. Find the minimum among the clusters.

* Silhouette s(x):

b(x) —a(x)
max {a(x),b(x)}

s(x) =
* s(x) =[-1, +1]: -1=bad, O=indifferent, 1=good

1 N
« Silhouette coefficient (SC): SC = WZS(x)
i=l

10/06/20 Heiko Paulheim




Selecting k Using the Silhouette Coefficient
e

* Approach
— Run k-means with different k values
— Plot the Silhouette Coefficient
— Pick the best (i.e., highest silhouette coefficient

Silhouette coefficient

10¢f

RNy

e

D4t

b2

00

nclusters
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Weaknesses of K-Means: Outlier Handling

outher

outher

e

(B): Ideal clusters
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Weaknesses of K-Means: Outlier Handling
S

* Possible remedy:

remove data points far away from centroids

to be safe: monitor these possible outliers over a few iterations
and then decide to remove them

* Other remedy: random sampling

choose a small subset of the data points

the chance of selecting an outlier is very small if the data set is
large enough

after determining the centroids based on samples, assign the
rest of the data points

also a method for improving runtime performance!
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K-Medoids
e

« K-Medoids is a K-Means variation that uses the medians of each
cluster instead of the mean

* Medoids are the most central existing data points in each cluster

* K-Medoids is more robust against outliers as the median is not
affected by extreme values:

— Mean and Median of 1, 3,5, 7,9is 5
— Mean of 1, 3, 5, 7, 1009 is 205
— Medianof 1, 3,5, 7, 1009 is 5
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K-Means Clustering Summary
S

* Disadvantages

* Advantages
— Simple, understandable

— Efficient time complexity:
O(t k n)

10/06/20

* n: number of data points
* k: number of clusters
* t: number of iterations

Heiko Paulheim

Must pick number of clusters
before hand

All items are forced into a
cluster

Sensitive to outliers
Sensitve to initial seeds




K-Means Clustering in RapidMiner & Python
e

= Parameters
Z~PEIE S~ 8 3B P x B~
@) Clustering (k-Means)

add cluster attribute

i [ ] add as label
Retrieve
%] out [}  exa clu [) [ ] remove unlabeled
0 @ cluD
0 k 3 |
Python
yt 0] |1|:| |
# import KMeans
from sklearn.cluster import KMeans nd start values
# create clusterer MumericalMeasures v
estimator = KMeans(n_clusters = 3)
(] EuclideanDistance b

# create clustering
cluster_ids = estimator.fit_predict(dataset[['Attl", 'Att2']]) iteps 100

lom seed
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DBSCAN

 DBSCAN is a density-based algorithm

— Density = number of points within a specified radius (Eps)
* Divides data points in three classes:

— A point is a core point if it has more than a specified number of
points (MinPts) within Eps, including the point itself

* These are points that are at the interior of a cluster

— A border point has fewer than MinPts within Eps, but is in the
neighborhood of a core point

— A noise point is any point that is not a core point or a border
point

* |ike a cluster named “other” or “misc.”
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DBSCAN: Core, Border, and Noise Points

25 o .
2 \
151 / Noise Pdint
| Eps =1
1+ | | *.
oot .
05f . /’N\‘; > /M\/‘\
of / ;}/ A T
: _
05k . Borléer = ointf\ T Core F’o)nt
L \ N/ /
_ ' S ,\3{:__,;*”/{
er MinPts=7
> g - : 5
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DBSCAN: lllustrative Example

10/06/20 Heiko Paulheim 38
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DBSCAN Algorithm
e

* Eliminate noise points
* Perform clustering on the remaining points

current_cluster_label «— 1

for all core points do

if the core point has no cluster label then
current_cluster_label < current_cluster_label + 1
Label the current core point with cluster label currd Zcluster_label

end if

for all points in the Eps-neighborhood, except " tiie point itself do

if the point does not have a cluster label then
Label the point with cluster label current_cluster_label

end if

end for

end for
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DBSCAN: Core, Border and Noise Points

Point types: core,

Original Points

border and noise

=4

Eps = 10, MinPts

=
@
<
-
©
o
o
=
@
I
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When DBSCAN Works Well

Clusters

Original Points
* Resistant to Noise

* Can handle clusters of different shapes and sizes

£
@
=
-
©
o
o
=
@
L
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When DBSCAN Does NOT Work Well

Original Points

* Varying densities

* High-dimensional data (MinPts=4, Eps=9.92)

10/06/20 Heiko Paulheim




DBSCAN: Determining EPS and MinPts

* |dea: for points in a cluster, their kthr nearest neighbors are at
roughly the same distance

* Noise points have the kth nearest neighbor at farther distance
* So, plot sorted distance of every point to its k" nearest neighbor

50

&
o (4]
I I
v
L
H

'
'
'
'
'
'
v
'
'
'
'
'
'
s
"
'
'
'
'
L
'
'
'
'
'
'
L

URRRiAAAAD

Area where a gocE
Epsilon value
Is assumed
to be found ),

L= B

[4)]

4th Nearest Neighbor Distance

- = NN W ow A
b=t
!
;
;

o

i i i i
0 500 1000 1500 2000 2500 3000
Points Sorted According to Distance of 4th Nearest Neighbor
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DBScan in RapidMiner & Python

E: Parameters 29 Context

g~ P EHd S0 2 px B~

&) Clustering (DBSCAN)
epsilon [‘I.EI l
(] exa elu [ (] res . .
@) ol [) (res Min points [5 l
= 4= add cluster attribute
[ ] add as I1abel
Python —
# import DBSCAN
from sklearn.cluster import DBSCAN :::z

# create the clusterer
clusterer = DBSCAN(min_samples=3, eps=1.5, metric="euclidean')

# create the clusters
clusters = clusterer.fit_predict(dataset[['Attl", "Att2']])
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Hierarchical Clustering

* Produces a set of nested clusters organized as a
hierarchical tree.

* Can be visualized as a Dendrogram
— A tree like diagram that records the sequences of merges or splits.

— The y-axis displays the former distance between merged clusters.

0.2r

0.15r

0.1r

0.05r
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Strengths of Hierarchical Clustering

* We do not have to assume any particular number of clusters
— Any desired number of clusters can be obtained

by ‘cutting’ the dendogram \!3 "
at the proper level Pleusmmullusca E sastropoda
* May be used to look for Conchifera,
meaningful taxonomies B ¢
— taxonomies in life sciences "
Mollusca Cephalopoda
— taxonomy of customer groups _\.

Aplacephora

Neomeniomorpha j
=
Chaetodermomorpha w
/

Polyplacophora @

: ebs =100, pp = 1.00
Annelida ebs =100, pp > 0.98

Aculifera
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Starting Situation
e

« Start with clusters of individual points and a proximity matrix

pl | p2 | p3| p4|pS

pl
p2
O 3
O O E4
® ® .
o .
O Proximity Matrix
O
O O O -

p1 p2 p3 p4 P9 p10 p11 p12
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Intermediate Situation

* After some merging steps, we have a number of clusters

* We want to keep on merging the two closest clusters
(C2 and C57)
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How to Define Inter-Cluster Similarity?

Possible approaches:

* Single Link (MIN)

* Complete Link (MAX)
* Group Average

* Distance Between Centroids
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Cluster Similarity: Single Link

* Similarity of two clusters is based on the two most similar (closest)
points in the different clusters

* Determined by one pair of points, i.e., by one link in the proximity
graph
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Example: Single Link

0D2F

015F

0DAf

0.05F

Nested Clusters Dendrogram

10/06/20 Heiko Paulheim




Cluster Similarity: Complete Linkage

* Similarity of two clusters is based on the two least similar (most
distant) points in the different clusters

* Determined by all pairs of points in the two clusters
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Example: Complete Linkage

04}

035f

03

0251

02

015t

01}
005

Nested Clusters Dendrogram
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Single Link vs. Complete Linkage

e
* Single Link:
— Pro: Can handle non-elliptic shapes
— Con: Sensitive to outliers

* Complete Linkage:
— Pro: Less sensitive to noise and outliers
— Con: biased towards globular clusters
— Con: tends to break large clusters
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Cluster Similarity: Group Average

* Proximity of two clusters is the average of pair-wise
proximity between points in the two clusters.

2_proximity( p;, p;)
p;sCluster;
pj=Cluster;

| Cluster, | =| Cluster |

proximity( Cluster;, Cluster,) =

* Need to use average connectivity for scalability
since total proximity favors large clusters

10/06/20 Heiko Paulheim




Example: Group Average

025

02F

015

0.1

0.05f

Nested Clusters Dendrogram
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Hierarchical Clustering: Group Average
e

* Compromise between Single and Complete Link
* Strengths

— Less susceptible to noise and outliers
* Limitations

— Biased towards globular clusters
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Hierarchical Clustering: Problems & Limitations

* Greedy algorithm:
— decision taken (i.e., merge two clusters) cannot be undone

* Different variants have problems with one or more of the following

— Sensitivity to noise and outliers
— Difficulty handling different sized clusters and convex shapes

— Breaking large clusters

* High Space and Time Complexity

— O(Nz2) space since it uses the proximity matrix (N: number of data points)
— O(N83) time in many cases
— N steps procesing the similarity matrix (N2)

* Complexity can be reduced to O(N log(N)) time for some approaches

10/06/20 Heiko Paulheim




Agglomerative Clustering in RapidMiner
- OO0

Creates Flattens hierarchy to
Hierarchical given number of
] C I Ll Ste rin g CI u Ste rs golomerative Clustering)
Retrieve N Flatten Cluste... mode [ SinaleLink g l
5;@ P b @ .:.IEE E:Ii. @) E.f:: Ezj measure types [Numericalhﬂeasures v]
- @ /1 @ (| res , : :
nurmerical measure [Euchdeanmatance *]
Agaregate
( exa o exa :1
é“?} an :I
e
Set Role
( exd Bexa :]
@ ori :1
L= ]
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Agglomerative Clustering in Python

Slide Type

# import Linkage and dendrogram from scipy
from scipy.cluster.hierarchy import dendrogram, linkage

# create the clustering
Z = linkage(dataset[['Iteml’', 'Item2']], 'complete')

# plot the dendrogram
dendrogram(Z, labels=dataset['ID'].values)

# setup the Llabels Choose inter-cluster
plt.xlabel('IDs") similarity metric, e.g.
plt.ylabel( 'distance’) ‘single’, ‘complete’,

‘average’, ‘centroid’

# show the plot
plt.show()
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Proximity Measures
S

* So far, we have seen different clustering algorithms
— all of which rely on distance (proximity, similarity, ...) measures

* Similarity
— Numerical measure of how alike two data objects are (higher: more alike)

— Often falls in the range [0,1]

* Dissimilarity (or distance)

— Numerical measure of how different are two data objects (higher: less
alike)

— Minimum dissimilarity is often 0

— Upper limit varies

* A wide range of different measures is used
depending on the requirements of the application
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Proximity of Single Attributes

Attribute Dissimilarity Similarity
Type
0 ifp= 1 ifp=
Nominal d = 1 p=d s = 1 p=d
1 ifp#gq 0 ifp#gq
d — =4
. n—1 . g
Ordinal (values mapped to integers0ton—1, | s =1 — J—Ln_l
where n is the number of values)
Interval or Ratio | d = |p — ¢ s=—d, s = ﬁ or
_ d—min_d
s=1- mazx_d—min_d

Similarity and dissimilarity for simple attributes

p and q are the attribute values for two data objects

10/06/20
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Similarity Functions: an Overview

Jaro-Winkler
G @i
Cosine
imilarit
Edit-based Token-based
Times Datatype- Similarity w
specific Measures
Coordinates :
mbedding w
SIS 0 PHECET Kolner
Values il i

See course:
Web Data Integration

it

Monge-Elkan
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Proximity of Data Points
S

* All those measures cover the proximity of single attribute values
* But we usually have data points with many attributes
— e.g., age, height, weight, sex...

* Thus, we need proximity measures for data points
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Euclidean Distance
e

* Definition:

n

dist = Z (pk_qk)z

k=1

— Where n is the number of dimensions (attributes) and
p, and q, are the kt attributes of data objects p and g.

« More generally: L, norm:
1

dist = Z pk qk )
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L1 VS. L2 Norm
e

« L, norm: also called Manhattan distance

— minimum distance to go from one crossing to another
— in a squared city (like Manhattan)

* L, norm: Euclidean Distance

* Example:
_ |_1 =7
—_ |_2 =5
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Caution: Pitfalls!
S

* Let us try to cluster the German federal states

* We have to determine the (semantic) distance, e.g., between
— Baden-Wdurttemberg
* population = 10,569,111
* area = 35,751.65 km?
— Bavaria
* population = 12,519,571
* area = 70,549.44 km?

+ Euclidean =v(10,569,111—12,591,571)*+(35,751.65 —70,549.44 )

=4.090.344 451 .600+ 1.210.886.188

10/06/20 Heiko Paulheim




Caution: Pitfalls!
S

* Let us try to cluster the German federal states

* We have to determine the distance, e.g., between
— Baden-Wdurttemberg
* population = 10,569,111
* area = 35,751,650,000 m?
— Bavaria
* population = 12,519,571
* area = 70,549,440,000 m?
* Euclidean =

V(10,569,111—12,591,571)*+(35,751,650,000 — 70,549,440,000 )?

=1/4.090.344.451 .600 @886 .188.884 .100.000.000

10/06/20 Heiko Paulheim




Caution: Pitfalls!
S

* We are easily comparing apples and oranges

— and changing units of measurement
changes the clustering result!

— imagine: the same dataset processed in Europe (metric units)
and the US (imperial units)

* Recommendation:
— use normalization before clustering

— generally: for all data mining algorithms [
involving distances Mars orbiter <1 IEmes
worth $125M "8

\\
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Normalization in RapidMiner & Python
e

o~ Process =| HML = Parameters

& - - = Process » d~-PEEH IS8 525 B~
Eﬁiﬂonnalile

[] create view

{n
Retrieve Clustering (I n attribute filter type [subset vl
ﬁ] aut [ ( =xa exa ) ED clu [ attributes [ 'C:g, S l
a ori [) @ elu [
pre D o [ invert selection
(5]

[linclude snercial attrinutes

Python

# import min-max scaler
from sklearn import preprocessing.MinMaxScaler()

UL

# create scaler
scaler = MinMaxScaler()

# normalize the relevant attributes
dataset[[ 'Attl', "Att2']] = scaler.fit_transform(dataset[['Attl', 'Att2']])
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Similarity of Binary Attributes
S

* Common situation is that objects, p and q, have
only binary attributes

— e.g., customer bought an item (yes/no)

* Compute similarities using the following quantities

— MO1 = the number of attributes where p was 0 and g was 1
— M10 = the number of attributes where p was 1 and g was 0
— MO0 = the number of attributes where p was 0 and g was 0
— M11 = the number of attributes where p was 1 and g was 1
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Symmetric Binary Attributes

* A binary attribute is symmetric if both of its states (0 and 1) have
equal importance, and carry the same weights, e.g., male and
female of the attribute Gender

* Similarity measure: Simple Matching Coefficient

)= M 11+ M o0
Mor+M 10+ M 11+ M oo

Number of matches / number of all attributes values

SMC(xl.,xj
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Asymmetric Binary Attributes
-

* Asymmetric: If one of the states is more important or more valuable
than the other.

— By convention, state 1 represents the more important state.
— 1 is typically the rare or infrequent state.

— Example: Shopping Basket, Word/Document Vector

* Similarity measure: Jaccard Coefficient

)= M 1
Mo+ M 10+ M 11

Number of 11 matches / number of not-both-zero attributes values

J(xl.,x.

J
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SMC versus Jaccard: Example
e
P = 1000000000 example interpretation:
- bought item 1
g=0000001001 ' qbougntitem 7 and 10

My =2 (the number of attributes where p was 0 and q was 1)
M, =1 (the number of attributes where p was 1 and q was 0)
My =7 (the number of attributes where p was 0 and q was 0)
M,; =0 (the number of attributes where p was 1 and q was 1)

SMC = (My;+My,)/(Mg4+M;o+My+Myo) = (0+7)/(2+1+0+7) = 0.7
J = (M) ] (Mg +M,g+M.. )= D/(2+1+0) = 0

J: same items bought — similar customers
- SMC: same items not bought — similar customers
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SMC vs. Jaccard
e

*  Which of the two measures would you use
— ...for a dating agency?
* hobbies
* favorite bands
 favorite movies

— ...for the Wahl-O-Mat
* (dis-)agreement with political statements Bundestagswah 2013

* recommendation for voting

Du hast die Wahl!

Welche Parteien treten zur Bundestagswanhl
2013 an? Was sind ihre Positionen? Mit dem
Wahl-O-Mat findest Du es heraus.
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Take Home Messages

* Clustering groups similar objects
— for analyzing the data at hand

*  We know partitional and hierarchical clustering
* All clustering methods rely on distances

— there are different distance functions
— normalization is essential
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Questions?

o

&
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