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* This slide set is based on slides from
— Jiaxin Huang
— Mrinmaya Sachan
— Diyi Yang
— Tatsunori Hashimoto

 Many thanks to all of you!
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Important: Next Weeks Session ¥/ OF MANNHEIM

* Next weeks session
“Exercise: Introduction to
LangChain” will take place
on Wednesday 2" of
October

 Time:17:15-18:45
e Room: B6 A1.01 (1% floor)

 Content: Learn to apply
things we had in the lecture
with LangChain
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You are here
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* Recap: Instruction Tuning and RLHF

Prompt Engineering

— Zero-shot Prompting

— In-Context Learning

— Chain-of-Thought Prompting
Efficient Adaptation

— Prompt-based Methods

— Adapter-based Tuning

— LoRa

Evaluating Large Language Models
— Types of Evaluation Methods for LLMs

— Benchmarks
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Language Modeling # Solving Tasks

PROMPT  Explain the moon landing to a 6 year old in a few sentences.

COMPLETION PT-3
Explain the theory of gravity to a 6 year old.

Explain the theory of relativity to a 6 year old in a few sentences.
Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old,

* Language modelling with next token prediction does not
make the model a competent task solver

 How to adapt to correctly solving tasks?

Ouyang, L et al., 2022. Training Language Models to follow Instructions with Human Feedback. Advances in Neural Information
Processing Systems, 35, pp.27730-27744.
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Emergent Abilities of LLMs 7O MANNHEIM

Data and Web Science Group

 “Abilities that are not present in small models but arise in
large models”

J. Wei et al., “Emergent Abilities of Large Language Models,” CoRR, vol. abs/2206.07682, 2022

* Three typical emergent abilities:

— In-context learning: After providing the LLM with one or several

task demonstrations in the prompt, it can generate the expected
output (today)

— Instruction following: Fine-tuning the model with instructions for
various tasks at once, leads to strong performance on unseen tasks
(last week)

— Step-by-step reasoning: LLMs can perform complex tasks by
breaking down a problem into smaller steps. The chain-of-thought
prompting mechanism is a popular example (today)
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Instruction Tuning

* Fine-tune on many tasks at once

* Teaches language model to follow different natural
language instructions, so that it can perform well on
downstream tasks and even generalize to unseen tasks

g )
. Instruction-tune on
Pretrained . Inference
LM many tasks: — — on task A
, G, D, ...
Model learns to perform Inference on
many tasks via natural unseen task
N language instructions y
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Reinforcement Learning from ®OF MANNHEIM
Human Feedback

* There is still a misalighment between the ML objective —
maximizing the likelihood of a specific piece of human-
written text — and what humans actually want — generation
of high-quality outputs as determined by humans

* Language models go through another phase of learning,
called alignment, where they learn how to present
information to users and align to human preferences, e.g.:

— Helpfulness
— Honesty
— Harmlessness

University of Mannheim | IE686 LLMs and Agents | Prompt Engineering and Efficient Adaptation| Version 25.09.2024 8



e
%E%EF UNIVERSITY
OF MANNHEIM

Data and Web Science Group

Outline

* Recap: Instruction Tuning and RLHF

Prompt Engineering

— Zero-shot Prompting

— In-Context Learning

— Chain-of-Thought Prompting
Efficient Adaptation

— Prompt-based Methods

— Adapter-based Tuning

— LoRa

Evaluating Large Language Models
— Types of Evaluation Methods for LLMs

— Benchmarks
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* For many tasks, supervised fine-tuning data may not be
available or may be costly to obtain

 Due to emergent abilities coupled with instruction tuning,
we can simply prompt or instruct models to do a task!

* Prompts are written in natural language

* Prompting is non-invasive:
— No additional parameters are introduced
— No tuning of existing parameters
— No need to inspect model’s embeddings
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Prompt Engineering

 Key idea: Formulate a prompt that contains a description of
a task and one or more specific task examples to be solved

* Elements of a prompt:
— Instruction: a task or instruction you want the model to perform

— Context: external information or additional context that can steer
the model to better responses (optional)

— Input Data: the input or question that we want to find an answer to
— Output Indicator: type or format of the output (optional)
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Use-case: Entity Matching /05 MANNHE LM
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e @Goal: Find all records that refer to the same real-world
entity

Brand Product | Model No. RAM Color Release

Samsung Galaxy S21 64 Blue 2021/1/29

Samung Gal. S21TGB12 | 64 GB blau Feb. 2021

Galaxy S20 Blue

NULL | +6B12 64GB

NULL 64000 NULL 2020/1/29

Vassilis, et al.: End-to-End Entity Resolution for Big Data. ACM Surveys, 2020.
Barlaug, et al.: Neural Networks for Entity Matching: A Survey. TKDD, 2021.

University of Mannheim | IE686 LLMs and Agents | Prompt Engineering and Efficient Adaptation| Version 25.09.2024 12



e
UNIVERSITY
¥ OF MANNHEIM

Data and Web Science Group

Zero-Shot Prompting

* The model gives an answer given only a natural language
description of the task and the respective example to be
solved

No, they are not the same (...

H “Do the following two entity descriptions refer to the same
—>
I nstru Ct 1on real-world entity?

Entity 1: ‘DYMO D1 - Roll {1.9cm x 7m)’
—>
InpUt Data Entity 2: ‘DYMO D1 Tape 12mm x 7m"”

I

DYMO D1 - Roll (1.9cm x 7m) DYMO D1 Tape 12mm x 7m

=>» This is what the purpose of the instruction tuning was
— Learn on many tasks
— Then be able to generalize to new tasks without parameter updates
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Impact of Variations in the Formulation® ok vaXii v
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No. No, they are not the same (...)

“Do the following two product descriptions match? Answer
with 'Yes' if they do and 'No' if they do not.
Product 1: 'Title: DYMO D1 - Roll (1.9cm x 7m)’

“Do the following two entity descriptions refer to the same
real-world entity?

Entity 1: ‘DYMO D1 - Roll {1.9cm x 7m)’

Entity 2: ‘DYMO D1 Tape 12mm x 7m’”

i 1 i | 1
Title. Title \

DYMO D1 - Roll (1.9cm x 7m) DYMO D1 Tape 12mm x 7m DYMO D1 - Roll (1.9cm x 7m) DYMO D1 Tape 12mm x 7m

e Variations:

— General vs. Domain-specific wording
— Complex vs. simple task description
— Free-form vs. restricted answering

University of Mannheim | IE686 LLMs and Agents | Prompt Engineering and Efficient Adaptation| Version 25.09.2024 14
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Prompt | All Datasets (Mean F1)
|GPT—mir1i GPT-4 GPT-40 LLama2 Llama3.1 Mixtral

domain-complex-force 85.29 88.91  87.00 64.90 82.19 68.29
domain-complex-free 85.40 89.46  80.31 68.49 66.75 62.13
domain-simple-force 50.41 86.10 82.72 56.53 44.05 41.65
domain-simple-free 33.65 87.92 63.53 52.32 21.20 43.20
general-complex-force 83.50 87.94  85.02 61.52 81.73 59.51
general-complex-free 83.13 87.85 55.81 61.02 77.61 61.50
general-simple-force 52.88 81.12  83.65 61.88 56.25 33.59
general-simple-free 45.49 85.07 64.67 52.55 50.74 36.12
Narayan-complex 26.13 86.70 20.65 24.05 23.74 32.04
Narayan-simple 75.15 86.92 45.64 68.58 23.60 30.94
Mean 65.10 86.80 69.90 60.18 32.99 46.90
Standard deviation 18.45 2.26 14.86 5.81 22.77 13.68

e Strong impact of prompt formulation on performance for
most models in zero-shot setting

 Even though the task is exactly the same!
e Often rigorous search necessary to find “good” formulation
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In-Context Learning

 While often good, zero-shot learning performance may not
be enough, especially on complex tasks @

 The language model has been conditioned on following
instructions and learning from examples during instruction
tuning...

* ldea: Using the prompt, condition the LM using natural
language instructions and adding one or more solved task
demonstrations
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In-context Learning and Scale

Zero-shot One-shot Few-shot

175B Params

Natural Language
Prompt

\

60

50

;\; ”’/

> 40

o

\

2 30 No Prompt

20

10
e 1.3B Params

Number of Examples in Context (K)

* In-context learning generally improves performance
compared to zero-shot prompting

* Larger models generally make increasingly efficient use of
in-context information
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One-shot Prompting

* In addition to the task description, the model sees a single
correct demonstration of the task

USER: Do the following two product descriptions match?
Product 1: ‘DYMO D1 19 mm x7 m’

Product 2: ‘Dymo D1 (19mm x 7m — BoW)’

ASSISTANT: Yes.

USER: Do the following two product descriptions match?
Answer with 'Yes' if they do and 'No' if they do not.

Product 1: 'Title: DYMO D1 - Glossy tape - black on white - Roll (1.9cm x 7m) - 1 roll(s)’
Product 2: 'Title: DYMO 45017 D1 Tape 12mm x 7m sort p rd, SO720570"

ASSISTANT: No.
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Few-shot Prompting

* In addition to the task description, the model sees multiple
demonstrations of correctly performing the task

USER: Do the following two product descriptions match?
Product 1: ‘DYMO D1 19 mm x7 m’

Product 2: ‘Dymo D1 (19mm x 7m — BoW)’

ASSISTANT: Yes.

USER: Do the following two product descriptions match?
Product 1: ‘DYMO D1 Tape 24mm’

Product 2: ‘Dymo D1 19mm x 7m’

ASSISTANT: No.

USER: Do the following two product descriptions match?
Answer with 'Yes' if they do and 'No' if they do not.

Product 1: 'Title: DYMO D1 - Glossy tape - black on white - Roll (1.9cm x 7m) - 1 roll(s)’
Product 2: 'Title: DYMO 45017 D1 Tape 12mm x 7m sort p rd, S0720570"

ASSISTANT: No.
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Demonstration Selection Strategies

 How to select which demonstrations to give the model?
* Tried different methods in my experiments

— Random: Randomly draw demonstrations

— Similar: Select examples based on similarity to the actual task to be
solved. In this case Generalized Jaccard (a string similarity metric)

— Handpicked: Selection of a set of examples that a human domain
expert would consider generally helpful for solving the task
* The similar and handpicked strategies both favor hard
positive and negative demonstrations (the former those
that are very similar to the task at hand)
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In-Context Learning Results

Prompt | | All Datasets (Mean F1)
| Shots | GPT4-mimm1  GPT4 GPT4o LLama? Llama3.1 Mixtral
Fewehot-selated 6 73.76 90.24 9041  65.44 82.12 50.51
ewshot-relate 10 76.56 90.80 91.21  62.69 85.85 53.25
Fewshot-random 6 77.86 89.44 8977  63.99 85.95 57.37
10 80.51 89.05 89.85  65.62 88.06 53.94
6 72.81 88.61 89.44  70.52 84.87 57.76
Fewshot-handpicked e
ewshot-handpicke 10 73.93 88.76 89.52  69.91 87.60 51.03
Best zero-shot 0 85.51 89.95 88.10  75.54 83.26 69.18
A Few-shot/zero-shot | - |  -5.00 +0.85 +3.10  -5.02 +4.80  -11.42

* In-context learning cannot be assumed to be always useful

* Favored selection strategy can also differ depending on
model capabilities
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In-context Learning on other Tasks 8/ OF MANNE I

TriviaQA ANLI Round3
Fine-tuned SOTA

70 __ Fine-tuned SOTA

60
Fine-tuned RoBERTa-Large
44  Fine-tuned BERT-Large
50
> §‘ 42 o Zero-Shot
g 3 40|l One-Shot
g £ +— Few-Shot (K=50)
38
36
—e— Zero-Shot
34

—e— One-Shot
+— Few-Shot (K=64)

32
0.1B 04B 08B 1.3B 26B 6.7B 13B 175B

0.1B 04B 08B 13B 26B 6.7B 13B 1758
Parameters in LM (Billions)

Parameters in LM (Billions)

e Example: GPT-3

* On some tasks zero-shot/in-context learning can
outperform the previous fine-tuned state-of-the-art

 On other tasks, it is not even close or can even be worse
than zero-shot
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The observed behavior is surprising as there is a mismatch

between the LLMs training and the process of learning
about tasks in-context

Dai et al., 2022 show experimental results that support the
idea that models produce meta-gradients during forward
computation according to the demonstrations

— These meta gradients are applied to the original LM through the
attention mechanism

— In-context learning can be seen as an implicit fine-tuning step on a
few examples

Dai, D., et al., 2023. Why Can GPT Learn In-Context? Language Models Secretly Perform Gradient Descent as
Meta-Optimizers. In Findings of the Association for Computational Linguistics: ACL 2023 (pp. 4005-4019).
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Limits of Prompting for Harder Tasks & oi MiNiiei

Data and Web Science Group

 Some tasks seem too hard even for LLMs to learn through

prompting alone. Especially tasks involving richer, multi-
step reasoning

 Humans struggle at these tasks too!

Q: Roger has 5 tennis balls. He buys 2 more cans of ~ Q: The cafeteria had 23 apples. If they used 20 to

tennis balls. Each can has 3 tennis balls. How many make lunch and bought 6 more, how many apples
tennis balls does he have now? do they have?

University of Mannheim | IE686 LLMs and Agents | Prompt Engineering and Efficient Adaptation| Version 25.09.2024 24



e
e \UNIVERSITY

How to Solve these Tasks B0 MANNHE 1M
with Prompting?

* How would you as a human solve such tasks?

=» Divide and Conquer: Break problem down into smaller,
easier-to-solve subtasks
— Solve each task separately or consecutively
— then find answer to the main task

* Popular LLM strategy: Chain-of-thought prompting
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Chain-of-Thought Prompting

Standard Prompting Chain-of-Thought Prompting

" Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many Question (input)

One-shot promp tennis balls does he have now? tennis balls does he have now?

I The answer is 11. Step-by-step

Q: The cafeteria had 23 apples. If they used 20 to rationale

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to i L :

do they have? make lunch and bought 6 more, how many apples (highlight in

_J \‘50 they have? blue), and

answer (11)

A: The answer is 27. x A

answer is 9. g/

Wei, J et al., 2022. Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. Advances in Neural Information
Processing Systems, 35, pp.24824-24837.
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Chain-of-Thought Prompting

LaMDA GPT PalLM
AGO
IS
Middle school o% ?9/40
math word ;} &
problems 0O 220
3 @:@eﬁ
0
—o— Standard prompung 04 8 137 04 7 175 8 62 540
—&— Chain-of-thought ti
. Pﬂzlrnsgpew(;:fd bl;:mp " Model scale (# parameters in billions)

e Chain-of-Thought prompting is an emergent property of
model scale

Wei, J et al., 2022. Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. Advances in Neural Information
Processing Systems, 35, pp.24824-24837.
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Chain-of-Thought Prompting

Model Input | ~N

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls

each is 6 tennis balls. 5 + 6 = 11. The answer is 11. Do we even need

Q: The cafeteria had 23 apples. If they used 20 to examples of reasoning?
make lunch and bought 6 more, how many apples i
do they have? Can we just ask the model
- e to reason through things?
Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 =9. The
answeris 9.
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Zero-Shot CoT Prompting

* Key Idea: Elicit the model to produce a step-by-step solution of a
problem by itself without demonstration.

 Simple, but it can work: add “Let’s think step-by-step” to the

prompt.

6: A juggler can juggle 16 balls. Half of the balls are golf ballﬂ /Q: A juggler can juggle 16 balls. Half of the balls are golf baIIs,\
and half of the golf balls are blue. How many blue golf balls are and half of the golf balls are blue. How many blue golf balls are
there? there?

A: The answer (arabic numerals) is A: Let’s think step by step.
(Output) 8 X (Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls

\ J kare blue. That means that there are 4 blue golf balls. v /

Arithmetic

SingleEq  AddSub MultiArith GSMSK  AQUA SVAMP
zero-shot 74.6/78.7  72.2/77.0 17.7122.7 104/12.5  22.4/224  58.8/58.7
step-by-step 78.0/78.7 69.6/74.7 78.7/79.3 40.7/40.5 33.5/31.9 62.1/63.7
Common Sense Other Reasoning Tasks Symbolic Reasoning

Common Strategy Date Shuffled Last Letter Coin Flip

SenseQA QA Understand  Objects (4 words) (4 times)
zero-shot 68.8/72.6 12.7/54.3 49.3/33.6 31.3/29.7 0.2/- 12.8/53.8
step-by-step 64.6/64.0 54.8/52.3 67.5/61.8 52.4/52.9 57.6/- 91.4/87.8
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A useful trick: Self-Consistency

e To solve tasks as best as possible we generally use Greedy
decoding (temperature = 0)

e Using self-consistency instead:
— Generate a variety of outputs (with Temperature > 0)
— Sample n reasoning paths/answers
— Take the most consistent (frequent) answer as final result

Greedy decode
This means she uses 3 + 4 = 7 eggs every day.
Chain-of-thought [ Prompt Language She sells the remainder for $2 per egg, so in
prompting model | total she sells 7 * $2 = $14 per day. ‘[ The answer is $14. ]
J The answer is $14.
Self-consistency ﬂ Sample a diverse set of Marginalize out reasoning paths
N reasoning paths 2 to aggregate final answers
I
Q: If there are 3 cars in the parking N\ She has 16 - 3 - 4 =9 eggs

lot and 2 more cars arrive, how many left. So she makes $2* 9= | The answer is $18.
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 +2=5cars. The answer is 5.

$18 per day. 1 J

remainder for $2 * (16 - 4 - 3)I The answer is $26.

Q Janet’s ducks lay 16 eggs per day. = $26 per day.

She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

\A:
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i
{This means she she sells the
1

]
¥

She eats 3 for breakfast, so |

she has 16 - 3 = 13 left. Then |

she bakes muffins, so she | The answer is $18.
has 13 - 4 = 9 eggs left. So

shehas9eggs *$2=$18. |
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Generated Knowledge Prompting

 Example for an advanced prompting technique

* Use demonstrations to generate knowledge which is
integrated into the prompt to solve the problem

Knowledge 1
Question [—>(Knowledge ), o yjedge 2 —( KNOWledge
Generation ) Integration

Prompt Q

Generate by Knowledge 1

Q) k(1) sampling
Demonstrations: ... Knowledge 2

(fixed for task) Q(®), K()

Instruction

Answer

L

Liu, J., et al., 2022. Generated Knowledge Prompting for Commonsense Reasoning. In Proceedings of the 60th
Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 3154-3169)
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USER: Generate product matching knowledge in the form of a list of rules from the
following examples:

Matches:
Product 1: ‘DYMO D119 mmx7 m’
Product 2: ‘Dymo D1 (19mm x 7m — BoW)’

Non-Matches:
Product 1: ‘DYMO D1 Tape 24mm’
Product 2: ‘Dymo D1 19mm x 7m’

ASSISTANT: Based on the provided examples, the following rules can be deduced:

1. The product titles match if they both refer to the same core product, which means
they have the same primary brand and product model. For example, if two products
both mention 'SANDISK EXTREME PRO SDHC 32GB 300MB/S UHS-II U3', they are
considered as a match.

2. Order of words and usage of separators (like hyphen, comma, slash, parentheses)
does not matter. For example, 'Dymo 53718 Black On Yellow - 24mm' and 'Dymo
24mm Black On Yellow D1 Tape (53718)' are considered as a match.
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Refine Zero-shot Prompt

 Add the generated knowledge to the prompt and ask to
solve the relevant examples

USER: The following rules regarding product features need to be observed:
1. The product titles match if they both refer to the same core product ...

2. Order of words and usage of separators does not matter...

Do the following two product descriptions match? Answer with 'Yes' if they do and
'No' if they do not.

Product 1: 'DYMO D1 - Roll (1.9cm x 7m)’
Product 2: 'DYMO D1 Tape 12mm x 7m'

ASSISTANT: No.
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Results for Knowledge Generation

Prompt | | All Datasets (Mean F1)
| Shots | GPT4-min1 GPT4 GPT4e LLama2 Llama3.1 Mixtral
Fewshotrelated 6 73.76 90.24  90.41 65.44 82.12 50.51
ewshot-refate 10 76.56 90.80 91.21  62.69 85.85 53.25
Fewshot-random 6 77.86 89.44  89.77 63.99 85.95 57.37
10 80.51 89.05  89.85 65.62 88.06 53.94
. 6 72.81 88.61  89.44 70.52 84.87 57.76
Fewshot-handpicked | 73.93 8876 8952 6991 87.60 51.03
Hand-written rules 0 81.49 87.65 86.36 48.93 82.44 79.03
Learned rules 0 84.14 86.64  84.96 45.34 81.09 74.53
Mean - 77.63 88.90  88.94 61.56 84.75 59.68
Standard deviation - 3.85 1.25 2.00 8.74 2.43 10.23
Best zero-shot | 0 | 85.51 89.95 88.10  75.54 83.26 69.18
A Few-shot/zero-shot - -5.00 +0.85 +3.10 -5.02 +4.80 -11.42
A Rules/zero-shot - -1.37 -2.29 -1.74 -26.60 -0.582 +9.86

e Works for some models and datasets

* In general, in-context learning performs better than learned
rules
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Summary: Prompt Engineering

* For many tasks, LLMs yield great performance even with
simple zero-shot prompting (by framing task as natural
language question)

* Emergent abilities allow to leverage the concepts of in-
context learning and step-by-step reasoning to improve
performance

e Self-consistency can further improve results by letting the
model generate many answers and taking the majority vote

* Need to test what works and what harms, can differ wildly
depending on task, dataset and selected LLM
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Summary: Prompt Engineering
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In general, prompt engineering is non-trivial to get right as
wording and ordering can have a large impact on
performance

=» trial and error is important for finding good prompts

Prompts need to be processed every time the model makes
a decision, which can be costly if the prompts are long

It is still unclear how the model learns from in-context
demonstrations. There is work that has shown that
randomly replacing labels in demonstrations still leads to
nearly the same performance improvements.

Min, S., et al., 2022, December. Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?.
In Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing (pp. 11048-11064).
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Writing Prompts: Tips from OpenAl 8/ OF MANNE I

Data and Web Science Group

1. Write clear instructions

— Writing style, output format, give demonstrations,...

2. Split complex tasks into simpler subtasks

— Summarize long documents by summarizing in chunks recursively

3. Give the model “time to think”
— Chain-of-thought, ask the model to verify own answer again

4. Use external tools
— For demonstration selection, code execution, external APls

5. Test changes systematically

— Ensure to have a good evaluation set, as changes may impact some
few instances positively but result in overall worse performance

e See here for more details.
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More Prompting Techniques

 Today many additional (semi-automatic) prompt
engineering methods exist.
— Tree-of-Thoughts
— Least-to-Most Prompting
— Program-of-Thought

— Retrieval Augmented Generation and Tool Use (we will look at these
in two weeks)

* See here for some methods and examples:
— https://www.promptingguide.ai/
— https://learnprompting.org/docs/introduction
— https://cookbook.openai.com/
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Outline

* Recap: Instruction Tuning and RLHF

Prompt Engineering

— Zero-shot Prompting

— In-Context Learning

— Chain-of-Thought Prompting
Efficient Adaptation

— Prompt-based Methods

— Adapter-based Tuning

— LoRa

Evaluating Large Language Models
— Types of Evaluation Methods for LLMs

— Benchmarks

University of Mannheim | IE686 LLMs and Agents | Prompt Engineering and Efficient Adaptation| Version 25.09.2024 39



e
%E?EEF UNIVERSITY
OF MANNHEIM

Data and Web Science Group

When Prompting is not enough...

 Assume we do not achieve the desired performance for our
task with prompting

 But we do have many labeled examples for our task...
 What option do we have?

 What did we do before prompting came along?

y |

o‘\"_
‘e

*
wadlNg

University of Mannheim | IE686 LLMs and Agents | Prompt Engineering and Efficient Adaptation| Version 25.09.2024 40



e
F UNIVERSITY

Background: Fine-tuning PLMs B OF MANNHE

Data and Web Science Group

e Attach a task-specific layer to the last layer of the pre-
trained Transformer output

e Update the weights of all the parameters by
backpropagating gradients on a downstream task

* Expensive due to lots of model updates during training

dim = k (num classes)
f-b Fully Connected —> | s — Softmax

dm=d H
- T P_retrained B_ERT

Transformer Block

Transformer Block

R S, e S S S S

Transformer Block

e e e B

[cLs]| | am  hungry |[SEP]| | Result | cat lunch [SEP]J
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Problems with Fine-tuning
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Fine-tuning on small datasets may lead to overfitting

Catastrophic forgetting: model may forget everything
learned during pre-training, and become unable to

generalize to other domains/tasks

IM

Data and Web Science Group

Need copy of model with different parameters for each task
(maybe even for each user) = Memory inefficient

Transformer (Translation)

]

| |

| | | | | | | [ | { 1 |
l Transformer (Summarization)

-] { ] { | ] { | =

L

Transformer (Table-to-text)
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* Fine-tuning
— Can utilize more data
— Leads to usually better performance with more training data
— Computationally expensive to train the full neural network
— Need to store a full set of model weights per task

* Prompting
— Training-data efficient
— Computationally efficient
— Performance depends on prompts and examples

— Finding a good prompt can be challenging and requires lots of trial
and error
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Parameter-efficient Fine-tuning (PEFT) & orvianinem
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* Fine-tuning all parameters is
impractical, especially with
LLMs

e Solution: Tune only parts of
the parameters

=

e State-of-the-art models are
massively overparameterized

Full Fine-tuning Parameter-efficient Fine-tuning
d nyway Update all model Update a small subset of model
parameters parameters

=» Parameter-efficient fine-
tuning can match performance of
full fine-tuning
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