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Detecting orientation on Web data
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Amazon reviews
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Discussions on social media (Twitter)
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Outline

1. Introduction to Sentiment Analysis / Opinion Mining
2. Constructing Sentiment Lexicons
3. Sentiment Classification
4. Sarcasm Detection
5. Hate Speech Detection
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Sentiment Analysis and Opinion Mining

< Opinionated text is unavoidable on the web:
■ Social media posts, product/service reviews

I bought an iPhone a few days ago. It was such a nice phone. The touch screen was 
really cool. The voice quality was clear too. However, my mother was mad with me as I 
did not tell her before I bought it. She also thought the phone was too expensive, and 
wanted me to return it to the shop. 

< Detection of stances and opinions towards people, 
companies, and products/services has a tremendous 
business value
■ Improving products and services, targeted advertising, revealing 

trends in election campaigns, ...
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Sentiment Analysis and Opinion Mining

< Sentiment analysis or opinion mining is the computational 
study of people’s opinions, appraisals, attitudes, and 
emotions towards
■ Entities, individuals, issues, events, topics, and their attributes 

(aspects)

< Technically, it is very challenging, but practically very useful

< A general sentiment analysis framework aims to answer
1. Who is the opinion holder?
2. Towards whom or what is opinion/sentiment expressed?
3. What is the polarity and intensity of the opinion?
4. Is an opinion associated with a time-span?
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Sentiment Analysis and Opinion Mining

I bought an iPhone a few days ago. It was such a nice phone. The touch 
screen was really cool. The voice quality was clear too. However, my mother
was mad with me as I did not tell her before I bought it. She also thought the 
phone was too expensive, and wanted me to return it to the shop. 

Opinion holder Opinion clue Target
I nice phone
(I) really cool touch screen
(I) clear voice quality

mother mad me
She too expensive phone
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Sentiment Analysis and Opinion Mining

Formally, an opinion is a quintuple 

(ei, aij, ooijkl, hk, tl)

■ ei – the name of the entity which is the target of the expressed 
sentiment (e.g., iPhone)

■ aij – is the aspect of the entity ei towards which an opinion is directed 
(e.g., screen) 

■ hk – is the person expressing the opinion (i.e., the person expressing 
the opinion, for instance I or my girlfried) 

■ tl – is the is the time when the opinion towards aij is expressed by hk
(or the time period during this opinion holds)

■ ooijkl – is the orientation (possibly with intensity) of the opinion (e.g., 
negative)

< Most opinion mining studies opinions from a large number of 
opinion holders (⇒ need for opinion summarization)
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Sentiment Lexicons

< Sentiment clues (opinion words, sentiment-bearing words) –
words and phrases used to express some desired or 
undesired state
■ Positive clues: good, amazing, beautiful
■ Negative clues: bad, awful, terrible, poor

< Sentiment clues are often domain-dependent
■ Quiet speaker phone vs. quiet car engine
■ Separate sentiment lexicons need to be constructed for different 

domains
- General lexicons contain words for which the sentiment does not vary 

across domains

< Q: How would you automatically construct a sentiment 
lexicon?
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Automated acquisition of sentiment lexicons

< Automated acquisition of sentiment lexicon is most often 
semi-supervised (or weakly supervised)
1. Start from a small seed lexicon of sentiment words
2. Iteratively augment the lexicon based on links between words 

already in the lexicon and words in the large general lexicon or large 
corpus 

3. Stop when there are no more reliable candidate words to be added 
to the lexicon

< Approaches for constructing sentiment lexicons are either
1. Dictionary-based or
2. Corpus-based

< Often there is a final step of manual cleansing of 
automatically derived sentiment lexicons
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Dictionary-Based Sentiment Lexicon Acquisition

< Bootstrapping using a small seed sentiment lexicon
■ E.g., 10 positive and 10 negative sentiment words

< Idea: exploit semantic links between words in the general 
lexicon
■ E.g., synonymy and antonymy links in WordNet
■ The procedure is typically iterative

< Additional information can be used to make better lists
■ WordNet glosses
■ Machine learning (classification based on concept definitions)

< Q: What is the shortcoming of dictionary-based approaches?
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WordNet
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WordNet

Word Sense Disambiguation: A Survey 10:9

Fig. 3. An excerpt of the WordNet semantic network.

We note that each word sense univocally identifies a single synset. For instance,
given car1

n the corresponding synset {car1
n, auto1

n, automobile1
n, machine4

n, motorcar1
n}

is univocally determined. In Figure 3 we report an excerpt of the WordNet semantic
network containing the car1

n synset. For each synset, WordNet provides the following
information:

—A gloss, that is, a textual definition of the synset possibly with a set of usage examples
(e.g., the gloss of car1

n is “a 4-wheeled motor vehicle; usually propelled by an internal
combustion engine; ‘he needs a car to get to work’ ”).7

—Lexical and semantic relations, which connect pairs of word senses and synsets, re-
spectively: while semantic relations apply to synsets in their entirety (i.e., to all
members of a synset), lexical relations connect word senses included in the respec-
tive synsets. Among the latter we have the following:
—Antonymy: X is an antonym of Y if it expresses the opposite concept (e.g., good1

a is
the antonym of bad1

a). Antonymy holds for all parts of speech.
—Pertainymy: X is an adjective which can be defined as “of or pertaining to” a noun

(or, rarely, another adjective) Y (e.g., dental1
a pertains to tooth1

n).
—Nominalization: a noun X nominalizes a verb Y (e.g., service2

n nominalizes the verb
serve4

v).
Among the semantic relations we have the following:
—Hypernymy (also called kind-of or is-a): Y is a hypernym of X if every X is a (kind

of) Y (motor vehicle1
n is a hypernym of car1

n). Hypernymy holds between pairs of
nominal or verbal synsets.

7Recently, Princeton University released the Princeton WordNet Gloss Corpus, a corpus of manually and
automatically sense-annotated glosses from WordNet 3.0, available from the WordNet Web site.

ACM Computing Surveys, Vol. 41, No. 2, Article 10, Publication date: February 2009.

Source: Navigli (2009)
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WordNet
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SentiWordNet

< SentiWordNet is a general sentiment lexicon derived from 
WordNet 
■ Esuli and Sebastiani (2006); Bacianella et al., (2010)

< It contains automated annotations of all WordNet synsets
with sentiment scores:
■ Positivity score: Pos(s)
■ Negativity score: Neg(s)
■ Objectivity score: Obj(s)
■ For each synset s:
Pos(s) + Neg(s) + Obj(s) = 1

n [estimable(J,3)] “may be computed or estimated” 
Pos  0   Neg 0   Obj 1 

n [estimable(J,1)] “deserving of respect or high regard” 
Pos .75  Neg 0   Obj .25 

tagging method experimentally is impossible, since for this
we would need a full manual tagging of WORDNET ac-
cording to our three labels of interest, and the lack of such
a manually tagged resource is exactly the reason why we
are interested in generating it automatically.

A first, approximate indication of the quality of SEN-
TIWORDNET can be gleaned by looking at the accuracy
obtained by our method in classifying the General In-
quirer (Stone et al., 1966), a lexicon which is instead fully
tagged according to three opinion-related labels we have
been discussing; the results of this classification exercise
are reported in (Esuli and Sebastiani, 2006). The reader
should however bear in mind a few differences between the
method used in (Esuli and Sebastiani, 2006) and the one
used here: (i) we here classify entire synsets, while in (Esuli
and Sebastiani, 2006) we classified terms, which can some-
times be ambiguous and thus more difficult to classify cor-
rectly; (ii) as discussed in Section 2.1., the WORDNET lex-
ical relations used for the expansion of the training set are
different. The effectiveness results reported in (Esuli and
Sebastiani, 2006) may thus be considered only approxi-
mately indicative of the accuracy of the SENTIWORDNET
labelling.

A second, more direct route to evaluating SENTI-
WORDNET is to produce a human labelling of a subset
of WORDNET, and to use this subset as a “gold standard”
against which to evaluate the scores attached to the same
synsets in SENTIWORDNET. We are currently producing
this labelled corpus 7, which will consist of 1000 WORD-
NET synsets tagged by five different evaluators; for each
synset each evaluator will attribute, through a graphical in-
terface we have designed, a score for each of the three la-
bels of interest such that the three scores sum up to 1.0.
Comparisons among the scores assigned by different eval-
uators to the same synsets will also allow us to obtain inter-
indexer inconsistency results for this task; the five evalua-
tors have initially gone through a training session in which
the meaning of the labels has been clarified, which should
keep inter-indexer inconsistency within reasonable bounds.
Note that 1000 synsets correspond to less than 1% of the

total 115,000 WORDNET synsets; this points at the fact
that, again, the accuracy obtained on this benchmark may
be considered only as indicative of the (unknown) level of
accuracy with which SentiWordNet has been produced.
Notwithstanding this fact this benchmark will prove a use-
ful tool in the comparative evaluation of future systems that,
like ours, tag WordNet synsets by opinion, including pos-
sible future releases of SentiWordNet.

5. Conclusion and future research

We believe that SentiWordNet can prove a useful tool
for opinion mining applications, because of its wide cov-
erage (all WordNet synsets are tagged according to each

of the three labels Objective, Positive, Negative) and be-
cause of its fine grain, obtained by qualifying the labels by
means of numerical scores.

7This work is being carried out in collaboration with Andrea
Sansò from the University of Pavia, whose help we gratefully ac-
knowledge.

Figure 1: The graphical representation adopted by SENTI-
WORDNET for representing the opinion-related properties
of a term sense.

Figure 2: SENTIWORDNET visualization of the opinion-
related properties of the term estimable.

We are currently testing new algorithms for tagging
WordNet synsets by sentiment, and thus plan to continue
the development of SentiWordNet beyond the currently
released “Version 1.0”; once developed, the gold standard
discussed in Section 4. will contribute to guiding this de-
velopment, hopefully allowing us to make available to the
scientific community more and more refined releases of
SentiWordNet.
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SentiWordNet

First step: Semi-supervised learning
1. Small positive and negative seed sets (7 synsets each)
2. Seed set expansion via WordNet relations: also-see, direct antonymy
3. Expanded seed sets used as training data for a ternary classifier 

(Pos, Neg, Obj)
- Synset glosses used as bag-of-words features for a classifier
- Classification performed for all WordNet synsets

Second step: The random walk
1. Construct a WordNet graph based on definiens-definiendum relation
2. Run a label propagation algorithm on the induced WordNet graph

- Two runs: one for positive Pos(s) and another for negative Neg(s) labels
3. Normalize Pos(s) and Neg(s) over all synsets
4. Compute the objective scores, Obj(s) = 1 – Pos(s) – Neg(s)
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Corpus-Based Sentiment Lexicon Acquisition

< Methodologically, corpus-based induction of sentiment 
lexicons resembles to the dictionary-based:
1. Semi-supervised learning from small initial seed sets
2. Graph-based propagation of positive and negative sentiment

<Difference:
■ Graph for label propagation is computed from word co-occurrences

in a large corpus
■ The resulting lexicon specific to the domain of the corpus

<Some (simple) approaches: 
■ Sentiment consistency, conjunction of adjectives 

(Hatzivassiloglou & McKeown, 1997)
■ Pointwise mutual information (PMI) of candidate words with seed set 

words (Turney & Littman, 2002)
■ PMI-induced graph with PageRank label propagation and supervised 

learning (Glavaš and Šnajder, 2012)
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<Adjectives conjoined by “and” have same polarity
n Fair and legitimate, corrupt and brutal
n *fair and brutal, *corrupt and legitimate

<Adjectives conjoined by “but” do not
n fair but brutal

<Step 1: Label seed set of 1336 adjectives (all >20 in 21-
million-word WSJ corpus)

n 657 positive: adequate central clever famous intelligent 
remarkable reputed sensitive slender thriving…

n 679 negative: contagious drunken ignorant lanky listless 
primitive strident troublesome unresolved unsuspecting…

Hatzivassiloglou & McKeown (1997)
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Hatzivassiloglou & McKeown (1997)

< Step 2: Expand seed set to conjoined adjectives
n Look in the corpus (or now, on the Web) for conjunctions of 

adjectives

nice, helpful

nice, classy
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Hatzivassiloglou & McKeown (1997)

< Step 3: Supervised classifier assigns “polarity similarity” to 
word pair

< Step 4: Clustering for partitioning the graph into two

classy

nice

helpful

fair

brutal

irrationalcorrupt

+ -



Universität Mannheim – Ponzetto: Web Usage Mining – FSS2024 (Version: 4.3.2024) – Slide 23

Turney (2002)

1. Extract a phrasal lexicon from reviews

2. Learn polarity of each phrase

3. Rate a review by the average polarity of its phrases
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Turney (2002)

< Extract two-word phrases with adjectives

< Positive phrases co-occur more with “excellent”

< Negative phrases co-occur more with “poor”

< But how to measure co-occurrence?

First Word Second Word
JJ NN or NNS
RB, RBR, RBS JJ
JJ JJ
NN or NNS JJ
RB, RBR, or RBS VB, VBD, VBN, VBG
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Turney (2002)

<PMI between two words:
n How much more do two words co-occur than if they were 

independent?

<Counts collected using a search engine:
n P(word1,word2) estimated by  hits(word1 NEAR word2)/N
n P(word) estimated by hits(word)/N

PMI(word1,word2 ) = log2
P(word1,word2)
P(word1)P(word2)

PMI(word1,word2 ) = log2

1
N
hits(word1 NEAR word2)

1
N
hits(word1) 1

N
hits(word2)
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Does phrase appear more with “poor” or “excellent”?

Polarity(phrase) = PMI(phrase,"excellent")−PMI(phrase,"poor")

= log2
hits(phrase NEAR "excellent")hits("poor")
hits(phrase NEAR "poor")hits("excellent")
!

"
#

$

%
&

= log2
hits(phrase NEAR "excellent")

hits(phrase)hits("excellent")
hits(phrase)hits("poor")

hits(phrase NEAR "poor")

= log2

1
N hits(phrase NEAR "excellent")
1
N hits(phrase) 1

N hits("excellent")
− log2

1
N hits(phrase NEAR "poor")
1
N hits(phrase) 1

N hits("poor")
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Phrases from a thumbs-up review

Phrase POS tags Polarity
online service JJ NN 2.8

online experience JJ NN 2.3

direct deposit JJ NN 1.3

local branch JJ NN 0.42
…

low fees JJ NNS 0.33

true service JJ NN -0.73

other bank JJ NN -0.85

inconveniently located JJ NN -1.5

Average 0.32
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Phrases from a thumbs-down review

Phrase POS tags Polarity

direct deposits JJ NNS 5.8

online web JJ NN 1.9

very handy RB JJ 1.4
…

virtual monopoly JJ NN -2.0

lesser evil RBR JJ -2.3

other problems JJ NNS -2.8

low funds JJ NNS -6.8

unethical practices JJ NNS -8.5

Average -1.2
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Outline
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Sentiment classification

< The goal is to classify an opinionated portion of text (e.g., 
product review) as expressing (dominantly) positive or 
negative sentiment
■ Typically, we classify a document, but paragraphs and sentences 

have been addressed as well

< Assumption: entire text portion addresses a single entity
■ Holds for product reviews but not for social media posts

< Capturing the overall sentiment expressed toward the entity
■ Sentiment toward specific aspects of the entity ignored

< Methodological approaches:
1. Supervised learning (i.e., supervised text classification; dominantly)
2. Unsupervised learning
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Supervised sentiment classification

< Typically formulated as a ternary (Positive, Negative, Neutral) 
text classification task

< Training and testing data – typically product reviews
■ Labels often readily available via user ratings (e.g., 1 to 5 stars)

< Classification: 
■ Feature-design algorithms

The usual suspects: logistic regression, SVM, …
Features
- Bag of words, POS tags, opinion clues and phrases (from dictionary) 
- Negations (change opinion orientation) and syntactic dependencies 

■ Semantic representation-based algorithms
- CNNs, RNNs, Autoencoders, Recursive NN (for sentiment classification)
- Raw text input (word or character embeddings), no need for manually 

designed features
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Intro to logistic regression

< Let us focus on the binary case (positive vs. negative)

< Goal: we would like to build a model that computes the probability of an 
input to belong a certain (here, binary {0,1}) class as a linear combination 
of the input features and their weights

< For each feature xi, weight wi tells us the importance of xi
< Note: there is also a term w0 (also called the bias b).

< Just like we do for linear regression, we sum up all the weighted features 
and the bias

< If this sum is high, we say 𝑦 = 1, if low, then 𝑦 = 0
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Logistic regression as a probabilistic classifier

< What we are after is a classifier that gives us the probability
of the positive and negative classes given the observed 
instance, i.e., 𝑃(𝑦 = 1|𝑥,𝒘) and 𝑃(𝑦 = 0|𝑥,𝒘)

< But the linear combination of features and coefficients isn't a 
probability, it's just a number!

< Since weights are real-valued, the output might even be 
negative; z ranges from −∞ to ∞. 

< Solution: use a function of z that goes from 0 to 1
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The standard logistic function (a.k.a. sigmoid)

< The logistic regression model uses a function, called the 
logistic function, to model 𝑃 𝑦 = 1
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The standard logistic function (a.k.a. sigmoid)
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The two phases of logistic regression 

< Training: we learn weights 𝒘 using stochastic gradient 
descent and cross-entropy loss. 

< Test: Given a test example x we compute 𝑝(𝑦|𝑥) using 
learned weights 𝒘, and return whichever label (y = 1 or y = 0) 
has higher probability.
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Computing probabilities / doing classification

4 CHAPTER 5 • LOGISTIC REGRESSION

[0,1], which is just what we want for a probability. Because it is nearly linear around
0 but flattens toward the ends, it tends to squash outlier values toward 0 or 1. And
it’s differentiable, which as we’ll see in Section 5.8 will be handy for learning.

We’re almost there. If we apply the sigmoid to the sum of the weighted features,
we get a number between 0 and 1. To make it a probability, we just need to make
sure that the two cases, p(y = 1) and p(y = 0), sum to 1. We can do this as follows:

P(y = 1) = s(w · x+b)

=
1

1+ exp(�(w · x+b))

P(y = 0) = 1�s(w · x+b)

= 1� 1
1+ exp(�(w · x+b))

=
exp(�(w · x+b))

1+ exp(�(w · x+b))
(5.5)

The sigmoid function has the property

1�s(x) = s(�x) (5.6)

so we could also have expressed P(y = 0) as s(�(w · x+b)).
Now we have an algorithm that given an instance x computes the probability

P(y = 1|x). How do we make a decision? For a test instance x, we say yes if the
probability P(y = 1|x) is more than .5, and no otherwise. We call .5 the decision
boundary:decision

boundary

ŷ =

⇢
1 if P(y = 1|x)> 0.5
0 otherwise

5.1.1 Example: sentiment classification
Let’s have an example. Suppose we are doing binary sentiment classification on
movie review text, and we would like to know whether to assign the sentiment class
+ or � to a review document doc. We’ll represent each input observation by the 6
features x1...x6 of the input shown in the following table; Fig. 5.2 shows the features
in a sample mini test document.

Var Definition Value in Fig. 5.2
x1 count(positive lexicon) 2 doc) 3
x2 count(negative lexicon) 2 doc) 2

x3

⇢
1 if “no” 2 doc
0 otherwise 1

x4 count(1st and 2nd pronouns 2 doc) 3

x5

⇢
1 if “!” 2 doc
0 otherwise 0

x6 log(word count of doc) ln(66) = 4.19

Let’s assume for the moment that we’ve already learned a real-valued weight for
each of these features, and that the 6 weights corresponding to the 6 features are
[2.5,�5.0,�1.2,0.5,2.0,0.7], while b = 0.1. (We’ll discuss in the next section how
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Using the output of the sigmoid as a classifier

5.1 • CLASSIFICATION: THE SIGMOID 3

is “positive sentiment” versus “negative sentiment”, the features represent counts
of words in a document, and P(y = 1|x) is the probability that the document has
positive sentiment, while and P(y = 0|x) is the probability that the document has
negative sentiment.

Logistic regression solves this task by learning, from a training set, a vector of
weights and a bias term. Each weight wi is a real number, and is associated with one
of the input features xi. The weight wi represents how important that input feature is
to the classification decision, and can be positive (meaning the feature is associated
with the class) or negative (meaning the feature is not associated with the class).
Thus we might expect in a sentiment task the word awesome to have a high positive
weight, and abysmal to have a very negative weight. The bias term, also called thebias term
intercept, is another real number that’s added to the weighted inputs.intercept

To make a decision on a test instance— after we’ve learned the weights in
training— the classifier first multiplies each xi by its weight wi, sums up the weighted
features, and adds the bias term b. The resulting single number z expresses the
weighted sum of the evidence for the class.

z =

 nX

i=1

wixi

!
+b (5.2)

In the rest of the book we’ll represent such sums using the dot product notation fromdot product

linear algebra. The dot product of two vectors a and b, written as a ·b is the sum of
the products of the corresponding elements of each vector. Thus the following is an
equivalent formation to Eq. 5.2:

z = w · x+b (5.3)

But note that nothing in Eq. 5.3 forces z to be a legal probability, that is, to lie
between 0 and 1. In fact, since weights are real-valued, the output might even be
negative; z ranges from �• to •.

Figure 5.1 The sigmoid function y= 1
1+e�z takes a real value and maps it to the range [0,1].

Because it is nearly linear around 0 but has a sharp slope toward the ends, it tends to squash
outlier values toward 0 or 1.

To create a probability, we’ll pass z through the sigmoid function, s(z). Thesigmoid

sigmoid function (named because it looks like an s) is also called the logistic func-
tion, and gives logistic regression its name. The sigmoid has the following equation,logistic

function
shown graphically in Fig. 5.1:

y = s(z) =
1

1+ e�z (5.4)

wx + b

P(y=1)
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The sigmoid has a number of advantages; it take a real-valued number and maps
it into the range [0,1], which is just what we want for a probability. Because it is
nearly linear around 0 but has a sharp slope toward the ends, it tends to squash outlier
values toward 0 or 1. And it’s differentiable, which as we’ll see in Section 5.8 will
be handy for learning.

We’re almost there. If we apply the sigmoid to the sum of the weighted features,
we get a number between 0 and 1. To make it a probability, we just need to make
sure that the two cases, p(y = 1) and p(y = 0), sum to 1. We can do this as follows:

P(y = 1) = s(w · x+b)

=
1

1+ e�(w·x+b)

P(y = 0) = 1�s(w · x+b)

= 1� 1
1+ e�(w·x+b)

=
e�(w·x+b)

1+ e�(w·x+b) (5.5)

Now we have an algorithm that given an instance x computes the probability
P(y = 1|x). How do we make a decision? For a test instance x, we say yes if the
probability P(y = 1|x) is more than .5, and no otherwise. We call .5 the decision
boundary:decision

boundary

ŷ =
⇢

1 if P(y = 1|x)> 0.5
0 otherwise

5.1.1 Example: sentiment classification
Let’s have an example. Suppose we are doing binary sentiment classification on
movie review text, and we would like to know whether to assign the sentiment class
+ or � to a review document doc. We’ll represent each input observation by the
following 6 features x1...x6 of the input; Fig. 5.2 shows the features in a sample mini
test document.

Var Definition Value in Fig. 5.2
x1 count(positive lexicon) 2 doc) 3
x2 count(negative lexicon) 2 doc) 2

x3

⇢
1 if “no” 2 doc
0 otherwise 1

x4 count(1st and 2nd pronouns 2 doc) 3

x5

⇢
1 if “!” 2 doc
0 otherwise 0

x6 log(word count of doc) ln(64) = 4.15

Let’s assume for the moment that we’ve already learned a real-valued weight
for each of these features, and that the 6 weights corresponding to the 6 features
are [2.5,�5.0,�1.2,0.5,2.0,0.7], while b = 0.1. (We’ll discuss in the next section
how the weights are learned.) The weight w1, for example indicates how important

if w∙x+b > 0
if w∙x+b ≤ 0
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Feature design

− The key question is how to come up with good (useful) 
features 

− Two approaches: 
• Use your intuition (insight, linguistic/domain expertise), and design a 

small set of good features that you think should work 
• Throw in everything you can (the “kitchen sink” approach), and them 

maybe prune later 

− You will often want to see which features work and which 
don’t: 
• Ablation study – turn off some features, retrain the model and see how 

the performance changes 
• Feature selection – use a method to select the best features. This can 

also improve the performance (especially in a “kitchen sink” approach)

− One of the great advantages of deep learning for NLP is the 
absence of feature engineering
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Example: sentiment classification with logistic regression

< Suppose we are doing binary sentiment classification on 
movie review text, and we would like to know whether to 
assign the sentiment class 1=positive or 0=negative to the 
following review:

It's hokey. There are virtually no surprises, and the writing is second-
rate. So why was it so enjoyable? For one thing, the cast is 
great. Another nice touch is the music. I was overcome with the urge 
to get off the couch and start dancing. It sucked me in, and it'll do the 
same to you.
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Example: sentiment classification with logistic regression
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Classifying sentiment for our review as input

42
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nearly linear around 0 but has a sharp slope toward the ends, it tends to squash outlier
values toward 0 or 1. And it’s differentiable, which as we’ll see in Section 5.8 will
be handy for learning.

We’re almost there. If we apply the sigmoid to the sum of the weighted features,
we get a number between 0 and 1. To make it a probability, we just need to make
sure that the two cases, p(y = 1) and p(y = 0), sum to 1. We can do this as follows:

P(y = 1) = s(w · x+b)

=
1

1+ e�(w·x+b)

P(y = 0) = 1�s(w · x+b)

= 1� 1
1+ e�(w·x+b)

=
e�(w·x+b)

1+ e�(w·x+b) (5.5)

Now we have an algorithm that given an instance x computes the probability P(y =
1|x). How do we make a decision? For a test instance x, we say yes if the probability
P(y = 1|x) is more than .5, and no otherwise. We call .5 the decision boundary:decision

boundary

ŷ =

⇢
1 if P(y = 1|x)> 0.5
0 otherwise

5.1.1 Example: sentiment classification
Let’s have an example. Suppose we are doing binary sentiment classification on
movie review text, and we would like to know whether to assign the sentiment class
+ or � to a review document doc. We’ll represent each input observation by the 6
features x1...x6 of the input shown in the following table; Fig. 5.2 shows the features
in a sample mini test document.

Var Definition Value in Fig. 5.2
x1 count(positive lexicon) 2 doc) 3
x2 count(negative lexicon) 2 doc) 2

x3

⇢
1 if “no” 2 doc
0 otherwise 1

x4 count(1st and 2nd pronouns 2 doc) 3

x5

⇢
1 if “!” 2 doc
0 otherwise 0

x6 log(word count of doc) ln(66) = 4.19

Let’s assume for the moment that we’ve already learned a real-valued weight for
each of these features, and that the 6 weights corresponding to the 6 features are
[2.5,�5.0,�1.2,0.5,2.0,0.7], while b = 0.1. (We’ll discuss in the next section how
the weights are learned.) The weight w1, for example indicates how important a
feature the number of positive lexicon words (great, nice, enjoyable, etc.) is to
a positive sentiment decision, while w2 tells us the importance of negative lexicon
words. Note that w1 = 2.5 is positive, while w2 =�5.0, meaning that negative words
are negatively associated with a positive sentiment decision, and are about twice as
important as positive words.
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The sigmoid has a number of advantages; it take a real-valued number and maps
it into the range [0,1], which is just what we want for a probability. Because it is
nearly linear around 0 but has a sharp slope toward the ends, it tends to squash outlier
values toward 0 or 1. And it’s differentiable, which as we’ll see in Section 5.8 will
be handy for learning.

We’re almost there. If we apply the sigmoid to the sum of the weighted features,
we get a number between 0 and 1. To make it a probability, we just need to make
sure that the two cases, p(y = 1) and p(y = 0), sum to 1. We can do this as follows:

P(y = 1) = s(w · x+b)

=
1

1+ e�(w·x+b)

P(y = 0) = 1�s(w · x+b)

= 1� 1
1+ e�(w·x+b)

=
e�(w·x+b)

1+ e�(w·x+b) (5.5)

Now we have an algorithm that given an instance x computes the probability
P(y = 1|x). How do we make a decision? For a test instance x, we say yes if the
probability P(y = 1|x) is more than .5, and no otherwise. We call .5 the decision
boundary:decision

boundary

ŷ =
⇢

1 if P(y = 1|x)> 0.5
0 otherwise

5.1.1 Example: sentiment classification
Let’s have an example. Suppose we are doing binary sentiment classification on
movie review text, and we would like to know whether to assign the sentiment class
+ or � to a review document doc. We’ll represent each input observation by the
following 6 features x1...x6 of the input; Fig. 5.2 shows the features in a sample mini
test document.

Var Definition Value in Fig. 5.2
x1 count(positive lexicon) 2 doc) 3
x2 count(negative lexicon) 2 doc) 2

x3

⇢
1 if “no” 2 doc
0 otherwise 1

x4 count(1st and 2nd pronouns 2 doc) 3

x5

⇢
1 if “!” 2 doc
0 otherwise 0

x6 log(word count of doc) ln(64) = 4.15

Let’s assume for the moment that we’ve already learned a real-valued weight
for each of these features, and that the 6 weights corresponding to the 6 features
are [2.5,�5.0,�1.2,0.5,2.0,0.7], while b = 0.1. (We’ll discuss in the next section
how the weights are learned.) The weight w1, for example indicates how important

Suppose w =

b = 0.1
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Classifying sentiment for our review as input

< We classify the review as positive
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Text Classification in logistic regression: summary

< Given:
n a set of classes:  (+ sentiment,- sentiment)
n a vector x of features [x1, x2, …, xn]. Examples:

• x1= count( "awesome")
• x2 = log(number of words in review)

n A vector w of weights  [w1, w2, …, wn]
- wi for each feature fi

< Compute the probability of the positive class as:

4 CHAPTER 5 • LOGISTIC REGRESSION

The sigmoid has a number of advantages; it take a real-valued number and maps
it into the range [0,1], which is just what we want for a probability. Because it is
nearly linear around 0 but has a sharp slope toward the ends, it tends to squash outlier
values toward 0 or 1. And it’s differentiable, which as we’ll see in Section 5.8 will
be handy for learning.

We’re almost there. If we apply the sigmoid to the sum of the weighted features,
we get a number between 0 and 1. To make it a probability, we just need to make
sure that the two cases, p(y = 1) and p(y = 0), sum to 1. We can do this as follows:

P(y = 1) = s(w · x+b)

=
1

1+ e�(w·x+b)

P(y = 0) = 1�s(w · x+b)

= 1� 1
1+ e�(w·x+b)

=
e�(w·x+b)

1+ e�(w·x+b) (5.5)

Now we have an algorithm that given an instance x computes the probability
P(y = 1|x). How do we make a decision? For a test instance x, we say yes if the
probability P(y = 1|x) is more than .5, and no otherwise. We call .5 the decision
boundary:decision

boundary

ŷ =
⇢

1 if P(y = 1|x)> 0.5
0 otherwise

5.1.1 Example: sentiment classification
Let’s have an example. Suppose we are doing binary sentiment classification on
movie review text, and we would like to know whether to assign the sentiment class
+ or � to a review document doc. We’ll represent each input observation by the
following 6 features x1...x6 of the input; Fig. 5.2 shows the features in a sample mini
test document.

Var Definition Value in Fig. 5.2
x1 count(positive lexicon) 2 doc) 3
x2 count(negative lexicon) 2 doc) 2

x3

⇢
1 if “no” 2 doc
0 otherwise 1

x4 count(1st and 2nd pronouns 2 doc) 3

x5

⇢
1 if “!” 2 doc
0 otherwise 0

x6 log(word count of doc) ln(64) = 4.15

Let’s assume for the moment that we’ve already learned a real-valued weight
for each of these features, and that the 6 weights corresponding to the 6 features
are [2.5,�5.0,�1.2,0.5,2.0,0.7], while b = 0.1. (We’ll discuss in the next section
how the weights are learned.) The weight w1, for example indicates how important
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Multinomial Logistic Regression

< Often, we have more than two classes (e.g., positive, 
negative and neutral)

< That is, we need to generalize our binary model to predict 
more than 2 classes: we call this multinomial logistic 
regression

< Idea: compute the probability distribution over k classes 
from the linear combination of (class-specific) weights and 
input features

< For this, we need first to define a generalization of the 
sigmoid for multiple classes, where the output (i.e., the total 
probability mass) over all classes must sum up to 1: i.e., 
∑! 𝑝 𝑦! = 1
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The softmax function

< Input: A vector z = [z1, z2, ..., zk] of k arbitrary values 

< Output: a probability distribution
n each value in the range [0,1]
n all the values summing to 1

5.6 • MULTINOMIAL LOGISTIC REGRESSION 15

distributed according to a Gaussian distribution with mean µ = 0. In a Gaussian
or normal distribution, the further away a value is from the mean, the lower its
probability (scaled by the variance s ). By using a Gaussian prior on the weights, we
are saying that weights prefer to have the value 0. A Gaussian for a weight q j is

1q
2ps2

j

exp

 
�
(q j �µ j)2

2s2
j

!
(5.27)

If we multiply each weight by a Gaussian prior on the weight, we are thus maximiz-
ing the following constraint:

q̂ = argmax
q

MY

i=1

P(y(i)|x(i))⇥
nY

j=1

1q
2ps2

j

exp

 
�
(q j �µ j)2

2s2
j

!
(5.28)

which in log space, with µ = 0, and assuming 2s2 = 1, corresponds to

q̂ = argmax
q

mX

i=1

logP(y(i)|x(i))�a
nX

j=1

q 2
j (5.29)

which is in the same form as Eq. 5.24.

5.6 Multinomial logistic regression

Sometimes we need more than two classes. Perhaps we might want to do 3-way
sentiment classification (positive, negative, or neutral). Or we could be assigning
some of the labels we will introduce in Chapter 8, like the part of speech of a word
(choosing from 10, 30, or even 50 different parts of speech), or the named entity
type of a phrase (choosing from tags like person, location, organization).

In such cases we use multinomial logistic regression, also called softmax re-
multinomial

logistic
regression gression (or, historically, the maxent classifier). In multinomial logistic regression

the target y is a variable that ranges over more than two classes; we want to know
the probability of y being in each potential class c 2C, p(y = c|x).

The multinomial logistic classifier uses a generalization of the sigmoid, called
the softmax function, to compute the probability p(y = c|x). The softmax functionsoftmax
takes a vector z = [z1,z2, ...,zk] of k arbitrary values and maps them to a probability
distribution, with each value in the range (0,1), and all the values summing to 1.
Like the sigmoid, it is an exponential function.

For a vector z of dimensionality k, the softmax is defined as:

softmax(zi) =
exp(zi)Pk
j=1 exp(z j)

1  i  k (5.30)

The softmax of an input vector z = [z1,z2, ...,zk] is thus a vector itself:

softmax(z) =

"
exp(z1)Pk
i=1 exp(zi)

,
exp(z2)Pk
i=1 exp(zi)

, ...,
exp(zk)Pk
i=1 exp(zi)

#
(5.31)
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which is in the same form as Eq. 5.24.

5.6 Multinomial logistic regression

Sometimes we need more than two classes. Perhaps we might want to do 3-way
sentiment classification (positive, negative, or neutral). Or we could be assigning
some of the labels we will introduce in Chapter 8, like the part of speech of a word
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the probability of y being in each potential class c 2C, p(y = c|x).

The multinomial logistic classifier uses a generalization of the sigmoid, called
the softmax function, to compute the probability p(y = c|x). The softmax functionsoftmax
takes a vector z = [z1,z2, ...,zk] of k arbitrary values and maps them to a probability
distribution, with each value in the range (0,1), and all the values summing to 1.
Like the sigmoid, it is an exponential function.

For a vector z of dimensionality k, the softmax is defined as:

softmax(zi) =
exp(zi)Pk
j=1 exp(z j)
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Softmax in multinomial logistic regression

< We compute the probability of a class c given observation x
as:

< Input is still the dot product between weight vector w and 
input vector x (and a bias term)

< But now we have separate weight vectors 𝑤" and bias terms 
𝑏" for each of the k classes

< (For learning weights 𝒘 we can still use stochastic gradient 
descent and cross-entropy loss)

16 CHAPTER 5 • LOGISTIC REGRESSION

The denominator
Pk

i=1 exp(zi) is used to normalize all the values into probabil-
ities. Thus for example given a vector:

z = [0.6,1.1,�1.5,1.2,3.2,�1.1]

the resulting (rounded) softmax(z) is

[0.055,0.090,0.006,0.099,0.74,0.010]

Again like the sigmoid, the input to the softmax will be the dot product between
a weight vector w and an input vector x (plus a bias). But now we’ll need separate
weight vectors (and bias) for each of the K classes.

p(y = c|x) =
exp(wc · x+bc)

kX

j=1

exp(w j · x+b j)

(5.32)

Like the sigmoid, the softmax has the property of squashing values toward 0 or 1.
Thus if one of the inputs is larger than the others, it will tend to push its probability
toward 1, and suppress the probabilities of the smaller inputs.

5.6.1 Features in Multinomial Logistic Regression
Features in multinomial logistic regression function similarly to binary logistic re-
gression, with one difference that we’ll need separate weight vectors (and biases) for
each of the K classes. Recall our binary exclamation point feature x5 from page 79:

x5 =

⇢
1 if “!” 2 doc
0 otherwise

In binary classification a positive weight w5 on a feature influences the classifier
toward y = 1 (positive sentiment) and a negative weight influences it toward y = 0
(negative sentiment) with the absolute value indicating how important the feature
is. For multinominal logistic regression, by contrast, with separate weights for each
class, a feature can be evidence for or against each individual class.

In 3-way multiclass sentiment classification, for example, we must assign each
document one of the 3 classes +, �, or 0 (neutral). Now a feature related to excla-
mation marks might have a negative weight for 0 documents, and a positive weight
for + or � documents:

Feature Definition w5,+ w5,� w5,0

f5(x)
⇢

1 if “!” 2 doc
0 otherwise 3.5 3.1 �5.3

5.6.2 Learning in Multinomial Logistic Regression
The loss function for multinomial logistic regression generalizes the loss function
for binary logistic regression from 2 to K classes. Recall that that the cross-entropy
loss for binary logistic regression (repeated from Eq. 5.11) is:

LCE(ŷ,y) =� log p(y|x) = � [y log ŷ+(1� y) log(1� ŷ)] (5.33)
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Features in binary versus multinomial logistic regression

< Binary: positive weight à y=1  neg weight à y=0

< Multinominal: separate weights for each class:

48
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The denominator
Pk

i=1 exp(zi) is used to normalize all the values into probabil-
ities. Thus for example given a vector:

z = [0.6,1.1,�1.5,1.2,3.2,�1.1]

the resulting (rounded) softmax(z) is

[0.055,0.090,0.006,0.099,0.74,0.010]

Again like the sigmoid, the input to the softmax will be the dot product between
a weight vector w and an input vector x (plus a bias). But now we’ll need separate
weight vectors (and bias) for each of the K classes.

p(y = c|x) =
exp(wc · x+bc)

kX

j=1

exp(w j · x+b j)

(5.32)

Like the sigmoid, the softmax has the property of squashing values toward 0 or 1.
Thus if one of the inputs is larger than the others, it will tend to push its probability
toward 1, and suppress the probabilities of the smaller inputs.

5.6.1 Features in Multinomial Logistic Regression
Features in multinomial logistic regression function similarly to binary logistic re-
gression, with one difference that we’ll need separate weight vectors (and biases) for
each of the K classes. Recall our binary exclamation point feature x5 from page 79:

x5 =

⇢
1 if “!” 2 doc
0 otherwise

In binary classification a positive weight w5 on a feature influences the classifier
toward y = 1 (positive sentiment) and a negative weight influences it toward y = 0
(negative sentiment) with the absolute value indicating how important the feature
is. For multinominal logistic regression, by contrast, with separate weights for each
class, a feature can be evidence for or against each individual class.

In 3-way multiclass sentiment classification, for example, we must assign each
document one of the 3 classes +, �, or 0 (neutral). Now a feature related to excla-
mation marks might have a negative weight for 0 documents, and a positive weight
for + or � documents:

Feature Definition w5,+ w5,� w5,0

f5(x)
⇢

1 if “!” 2 doc
0 otherwise 3.5 3.1 �5.3

5.6.2 Learning in Multinomial Logistic Regression
The loss function for multinomial logistic regression generalizes the loss function
for binary logistic regression from 2 to K classes. Recall that that the cross-entropy
loss for binary logistic regression (repeated from Eq. 5.11) is:

LCE(ŷ,y) =� log p(y|x) = � [y log ŷ+(1� y) log(1� ŷ)] (5.33)

w5 = 3.0
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Thus if one of the inputs is larger than the others, it will tend to push its probability
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5.6.1 Features in Multinomial Logistic Regression
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gression, with one difference that we’ll need separate weight vectors (and biases) for
each of the K classes. Recall our binary exclamation point feature x5 from page 79:

x5 =

⇢
1 if “!” 2 doc
0 otherwise

In binary classification a positive weight w5 on a feature influences the classifier
toward y = 1 (positive sentiment) and a negative weight influences it toward y = 0
(negative sentiment) with the absolute value indicating how important the feature
is. For multinominal logistic regression, by contrast, with separate weights for each
class, a feature can be evidence for or against each individual class.

In 3-way multiclass sentiment classification, for example, we must assign each
document one of the 3 classes +, �, or 0 (neutral). Now a feature related to excla-
mation marks might have a negative weight for 0 documents, and a positive weight
for + or � documents:

Feature Definition w5,+ w5,� w5,0

f5(x)
⇢

1 if “!” 2 doc
0 otherwise 3.5 3.1 �5.3

5.6.2 Learning in Multinomial Logistic Regression
The loss function for multinomial logistic regression generalizes the loss function
for binary logistic regression from 2 to K classes. Recall that that the cross-entropy
loss for binary logistic regression (repeated from Eq. 5.11) is:

LCE(ŷ,y) =� log p(y|x) = � [y log ŷ+(1� y) log(1� ŷ)] (5.33)
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Unsupervised Sentiment Classification

< If user ratings are not available, we need manual labelling for 
supervised machine learning methods
■ Tedious, expensive, time-consuming

< A typical unsupervised approach to sentiment classification:
1. Extract candidate phrases (e.g., matching predefined POS patterns)
2. For reach word/phrase, compute some association score (e.g., 

pointwise mutual information) with sentiment lexicon entries, on a 
large corpus
- Association scores (e.g., PMI) with positive seed words
- Association scores (e.g., PMI) with negative seed words

3. The sentiment orientation of each phrase is computed as:

4. The sentiment of the document is determined by summing or 
averaging the sentiment orientations of phrases it contains
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Unsupervised Sentiment Classification

3. The sentiment orientation of each phrase is computed as:

4. The sentiment of the document is determined by summing or 
averaging the sentiment orientations of phrases it contains

< Example: 
< pos = { good, beautiful } and neg = { bad, ugly }

< PMI scores:

< SO of ``new sneakers’’?

Student ID:

Part A Web Content Mining (10 Points)

Sentiment Analysis

(a) You are given a sentiment lexicon with the following two seed sets (of positive and negative words, respect-

edly): p = {good, beautiful} and n = {bad, ugly}. Using the below matrix of PMI (Pointwise Mutual

Information) scores, compute the sentiment orientation (SO) of the text “new sneakers” . (2 Points)

good beautiful bad ugly

new 0.4 0.7 -0.1 0.2

sneakers 0.2 0.2 0.4 0.3

The sentiment orientation of a term is given as:

SO(w) =
1

|p|
X

wp2p

PMI (w,wp)�
1

|n|
X

wn2n

PMI (w,wn).

NOTE: you can use any of the two methods mentioned in the slides to compute the sentiment of a document

(here, the short text “new sneakers”) from the sentiment orientations of the single phrases/terms it contains.

(b) What are the main dimensions along which WordNet synsets (and the word senses that belong to them) are

annotated? Describe and explain each of the four dimensions (1 sentence max per dimension): (2 Points)

a)

b)

c)

d)

Named Entity Recognition

The Strict (aka Exact) CoNLL-2003 evaluation is a method for comparing system-predicted Named Entities (NE)

with gold-annotated NEs. The f1-score in a CoNLL-2003 strict evaluation can be computed in terms of true

2
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Unsupervised Sentiment Classification

< Example: 
< pos = { good, beautiful } and neg = { bad, ugly }

< PMI scores:

< SO of ``new sneakers’’?

Student ID:

Part A Web Content Mining (10 Points)

Sentiment Analysis

(a) You are given a sentiment lexicon with the following two seed sets (of positive and negative words, respect-

edly): p = {good, beautiful} and n = {bad, ugly}. Using the below matrix of PMI (Pointwise Mutual

Information) scores, compute the sentiment orientation (SO) of the text “new sneakers” . (2 Points)

good beautiful bad ugly

new 0.4 0.7 -0.1 0.2

sneakers 0.2 0.2 0.4 0.3

The sentiment orientation of a term is given as:

SO(w) =
1

|p|
X

wp2p

PMI (w,wp)�
1

|n|
X

wn2n

PMI (w,wn).

NOTE: you can use any of the two methods mentioned in the slides to compute the sentiment of a document

(here, the short text “new sneakers”) from the sentiment orientations of the single phrases/terms it contains.

(b) What are the main dimensions along which WordNet synsets (and the word senses that belong to them) are

annotated? Describe and explain each of the four dimensions (1 sentence max per dimension): (2 Points)

a)

b)

c)

d)

Named Entity Recognition

The Strict (aka Exact) CoNLL-2003 evaluation is a method for comparing system-predicted Named Entities (NE)

with gold-annotated NEs. The f1-score in a CoNLL-2003 strict evaluation can be computed in terms of true

2

Student ID:

Part A Web Content Mining (10 Points)

Sentiment Analysis

(a) You are given a sentiment lexicon with the following two seed sets (of positive and negative words, respect-

edly): p = {good, beautiful} and n = {bad, ugly}. Using the below matrix of PMI (Pointwise Mutual

Information) scores, compute the sentiment orientation (SO) of the text “new sneakers” . (2 Points)

good beautiful bad ugly

new 0.4 0.7 -0.1 0.2

sneakers 0.2 0.2 0.4 0.3

The sentiment orientation of a term is given as:

SO(w) =
1

|p|
X

wp2p

PMI (w,wp)�
1

|n|
X

wn2n

PMI (w,wn).

NOTE: you can use any of the two methods mentioned in the slides to compute the sentiment of a document

(here, the short text “new sneakers”) from the sentiment orientations of the single phrases/terms it contains.

Solution:

SO(new) = 0.4+0.7
2 � �0.1+0.2

2 = 0.55� 0.05 = 0.5
SO(sneakers) = 0.2+0.2

2 � 0.4+0.3
2 = 0.2� 0.35 = �0.15

SO(new sneakers) = 0.5� 0.15 = 0.35

ALTERNATIVE (avg instead of sum): SO(new sneakers) = 0.5�0.15
2 = 0.175

(b) What are the main dimensions along which WordNet synsets (and the word senses that belong to them) are

annotated? Describe and explain each of the four dimensions (1 sentence max per dimension): (2 Points)

a)

2



Universität Mannheim – Ponzetto: Web Usage Mining – FSS2024 (Version: 4.3.2024) – Slide 52

Outline

1. Introduction to Sentiment Analysis / Opinion Mining
2. Constructing Sentiment Lexicons
3. Sentiment Classification
4. Sarcasm Detection
5. Hate Speech Detection
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Sarcasm detection

< Non-transparent expressions of sentiment cause most errors 
in sentiment analysis and opinion mining
■ Irony and sarcasm being most salient 

< Sarcasm is a sharp, bitter, or cutting expression or remark; a 
bitter gibe or taunt 

< Sarcasm is notoriously difficult to detect in text, even for 
humans!
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Sarcasm detection

< The variation by which sarcasm is expressed is basically 
unlimited 

< Computational approaches focus merely on specific types of 
sarcasm 
■ Sarcasm as contrast of negative situations and positive sentiment 

(Riloff et al., 2013)

< Sarcasm as contrast – examples
■ Oh how I love being ignored. 
■ Thoroughly enjoyed shoveling the driveway today! 
■ Absolutely adore it when my bus is late. 
■ I’m so pleased mom woke me up with vacuuming this morning.
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Detecting Sarcasm as Contrast

< Detecting sarcasm in tweets as contrast between negative 
situation and positive sentiment

< Boostrapping rule-based algorithm that automatically learns 
positive sentiment phrases and negative situation phrases: 
1. Start with (1) single positive sentiment word (love) and (2) a set of 

tweets with hashtag #sarcasm or #sarcastic
2. Negative situation candidates – n-grams (1-3) that directly follow 

positive sentiment phrases and fulfill pre-defined POS patterns
3. Positive sentiment candidates – n-grams (1-3) near the negative 

situation phrases that satisfy POS patterns
4. Candidates are scored based on ratio of frequencies in sarcastic 

(with hashtags) vs. non-sarcastic tweets
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Detecting Sarcasm as Contrast

< Some extracted positive sentiment phrases: 
■ missed, loves, enjoy, can’t wait, excited, wanted, can’t wait, 

appreciate, loving, really like, looooove, just keeps, loveee, ...

< Some extracted negative situation phrases:
■ being ignored, being sick, waking up early, cleaning, crying, sitting at 

home, being told, not sleeping, not talking, doing homework, being 
ditched, falling, walking home, getting yelled at, taking care, ...

< Detection performance: 51% F1-score
■ On a very constrained sarcasm detection task
■ Just proves the difficulty of sarcasm detection
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Outline

1. Introduction to Sentiment Analysis / Opinion Mining
2. Constructing Sentiment Lexicons
3. Sentiment Classification
4. Aspect-Oriented Sentiment Analysis
5. Sarcasm Detection
6. Hate Speech Detection
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Hate Speech

< Hate speech (HS) is commonly defined as any 
communication that 
■ disparages a person or a group
■ on the basis of some characteristic such as race, color, ethnicity, 

gender, sexual orientation, nationality, religion, or other.

< Expressions that:
(i) incite discrimination or violence due to racial hatred, xenophobia, 

sexual orientation and other types of intolerance;
(ii) foster hostility through prejudice and intolerance.

J. T. Nockleby (2000). Hate speech. Encyclopedia of the American 
Constitution (2nd ed., edited by Leonard W. Levy, Kenneth L. Karst 
et al., New York: Macmillan), pp. 1277–1279
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Hate Speech and social media

https://www.nytimes.com/2018/11/06/technology/myanmar-facebook.html

https://www.nytimes.com/2018/11/06/technology/myanmar-facebook.html
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Hate Speech: definitions

P. Fortuna, S. Nunes (2018). A survey on automatic detection of hate speech in text. ACM Computing 
Surveys (CSUR) 51.4
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Hate Speech: more definitions!

F. Poletto, V. Basile, M. Sanguinetti, C. Bosco, V. Patti. Resources and benchmark corpora for hate speech 
detection: a systematic review. Language Resources and Evaluation, 2020

Table 1 Glossary of terms relevant to the present survey, with their definitions from the literature

Term and definitions Source

Hate Speech

Any communication that disparages a person or a group on the basis of some characteristic such as race,
ethnicity, gender, sexual orientation, nationality, religion, or other characteristic

Warner and Hirschberg (2012)

Use of a sexist or racial slur, attack a minority, promotes hate speech or violent crime, blatantly
misrepresents truth, shows support of problematic hashtags, defends xenophobia or sexism, or contains a
screen name that is offensive

Waseem and Hovy (2016)

Act of offending, insulting or threatening a person or a group of similar people on the basis of religion, race,
caste, sexual orientation, gender or belongingness to a specific stereotyped community

Schmidt and Wiegand (2017)

Language that is used to express hatred towards a targeted group or is intended to be derogatory, to
humiliate, or to insult the members of the group

Davidson et al. (2017)

Any communication that disparages a target group of people based on some characteristic such as race,
colour, ethnicity, gender, sexual orientation, nationality, religion, or other characteristic

Nockleby (2000)

Aggressiveness

Intention to be aggressive, harmful, or even to incite, in various forms, to violent acts against a given target

Sanguinetti et al. (2018)

Offensiveness

Any form of non-acceptable language (profanity) or a targeted offense, which can be veiled or direct

Zampieri et al. (2019a)

Profanity, strongly impolite, rude or vulgar language expressed with fighting or hurtful words in order to
insult a targeted individual or group

Fortuna and Nunes (2018)

Abusiveness/ toxicity

Hurtful language, including hate speech, derogatory language and also profanity

Founta et al. (2018)

Any strongly impolite, rude or hurtful language using profanity, that can show a debasement of someone or
something, or show intense emotion

Fortuna and Nunes (2018)

Extremely offensive and insulting; engaging in or characterized by habitual violence and cruelty Oxford English Dictionary (2019)

Using harsh, insulting language an angry and abusive crowd; harsh and insulting abusive language; using or
involving physical violence or emotional cruelty

Merriam-Webster Online (2009)

Misogyny

Hate speech whose targets are women.

Poland (2016)
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Example tweets

Endang Wahyu Pamungkas, Valerio Basile, 
and Viviana Patti. 2020. Do You Really 
Want to Hurt Me? Predicting Abusive 
Swearing in Social Media. In Proceedings of 
the 12th Language Resources and 
Evaluation Conference, pages 6237–6246, 
Marseille, France. European Language 
Resources Association.

https://aclanthology.org/2020.lrec-1.765
https://aclanthology.org/2020.lrec-1.765
https://aclanthology.org/2020.lrec-1.765
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Hate Speech, offensive language, etc.

< One of the major issues consists in the intrinsic complexity in defining 
HS and in a widespread vagueness in the use of related terms (such as 
abusive, toxic, dangerous, offensive or aggressive language), that 
often overlap and are prone to strongly subjective interpretations
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Lexicons for hate speech / offensive language

< Just like there exists sentiment lexicons we have lexicons 
for hurtful language

< HurtLex (Bassignana et al., 2018)
■ Multilingual lexicon of “words to hurt”
■ 53 languages
■ 17 categories + stereotype
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HurtLex (Bassignana et al., 2018)
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Hate Speech Detection

< Typically addressed as a 
text classification task

< Binary or multi-label
< Supervised

P. Fortuna, S. Nunes (2018). A survey on automatic detection of hate speech 
in text. ACM Computing Surveys (CSUR) 51.4
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Specific approaches for HS detection

P. Fortuna, S. Nunes (2018). A survey on automatic detection of hate speech 
in text. ACM Computing Surveys (CSUR) 51.4
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Applications: online monitoring of HS

A. T. E. Capozzi et al. (2019). Computational linguistics against hate: hate speech detection and visualization on 
social media in the “Contro L’Odio” project. In Proc. CLiC-it 2019, ceur-ws.org, vol. 2481
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Summary

<Web Content Mining
■ Sentiment analysis
■ Sarcasm detection
■ Hate Speech and Offensive Languaeg

Next week: More 

Content Mining


