
Title: Dynamic Longitudinal Modeling 

Instructors: Manuel Voelkle & Charles Driver 

Abstract: 

The goal of this workshop is to introduce participants to advanced modeling techniques, 
focusing on dynamic approaches to analyzing change and variability. We will begin by 
differentiating static and dynamic models, discussing their respective strengths and 
weaknesses, and exploring the fundamentals of dynamic modeling, including practical 
tools and software. 

Throughout the workshop, we will cover key topics such as addressing heterogeneity, 
applying hierarchical models, analyzing individual-level data, and exploring innovative 
study designs. Participants will also be introduced to cutting-edge methods for causal 
inference and the integration of machine learning into dynamic modeling, with an 
emphasis on their practical applications and current limitations. 

While examples will primarily draw from applied research, the workshop is designed for 
participants with an interest in quantitative methods. Prior experience with multivariate 
analysis is beneficial but not required, and familiarity with structural equation modeling 
and longitudinal data analysis is helpful. Emphasis will be placed on practical 
implementation using datasets and software tools. 

Prerequisites:  

Participants should bring their own laptops with the latest versions of R and RStudio 
installed. Those new to R are encouraged to familiarize themselves with its basic 
functionality. Advanced knowledge of R is not necessary for participation. 

Assignment: Active participation 

Credits: 4 workshop days 
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